IS 0
4 i ! A;‘g"i?
AD

EVALUATION OF DETERMINISTIC MODELS
FOR NEAR SURFACE SOIL MOISTURE PREDICTION

s
(o |
)
or
% Final Technical Report
)
2 ’

J_.E.Cochra.ne and M.G.Anderson

o o | DTIC
| Eur‘opean‘ Research Office
“United States Army
London England
CONTRACT NUMBER DAJA45-85-C-0007 °
- Dr. M.G. Anderson

Best Available Copy

Approved for Public Reléase; Distributiqn Unlimited




o4

TTon e

LR A

£}

casreser.

cermemasesa

" G RAME OF PERFORMING ORCANIZATION

1

[ 13a. TYPE OF REPORT

I R oy “oad-d a4 Shap et ans ot
/’ Y »
Unclassified ;‘/ st
U AT ISR

REPORT DOCUMENTATION PAGE

Form Appeoved
OME NO 0704-0188
Exp Date iun JQ. 1986

Ta REPORT SECURITY CLASSIFICATION
Unclassified

anet
1b. RESTRICTIVE MARKINGS

bt N S
2a. SECURITY CLASSIFICATION AUTHORITY

7. DISTRIBUTION/ AVAILABILTY OF REPORT
Approved for public release; distribution

e sa—— st
1b. OECLASSIFICATION / DOV/NGRADING SCHEDULE

unlimited.

B e e S~ TV T YTy Y 3
4 PERFORMING ORGANIZATION REPORT NUMBER(S)

S MONITORING ORGANIZATION REPORT NUMBER(S)
R&D 4216-EN-O1

$0. OFFICE SYMBOL | 75, NAME OF MONITORING ORGANIZATION
(i applicadie)
University of Bristol USARDSG (UX)
P —.
& ADORESS (City, State, and ZW Code) 7b. ADORESS (Gity, State, and 2P Code)
University Road Box 65
Bristol B68 135, UK PPO WY 09510-1500
I8, NAME OF FUNDING / SPONSORING 5. OFFICE SYMAROL 9. PROCUREMENT INSTRUMENT LDENTIFICATION NUMSER
ORGANIZATION 0f applicable) S -85 0007
USAE Waterways Experiment Statigqn WES-CE P -
8c. ADORESS (City, State, and 2IP Cove) 10 SOURCE OF FUNDING NUMBERS
PROGRAM PROJECT TASK WORK UNIT
PO Box 631 ELEMENT NO. | nO NO. ACCESSION NO
Vicksburg, S 39180-0631 611021 1161102888 o1

1. IITLE (Wckade Security Clasuf

(U) Evaluation of Daterministic Models for Near Surface Soil Moisture Prsdicticn

oy
~
~

12. PERSONAL AUTHOR(S)
J. B. Cochrane and M. G. Anderson

13b TiIME COVERED
fom Peb 85

Pinal

16. SUPPLEMENTARY NOTATION

10 Apr 88

15. PAGE COUNT
316

t4 OATE OF REPORT /Year, Month, Day)
March 1988

2 COSATI COOES 8, SUBJECT TERMS (Continue On reverse if necesiary and identfy by block number)
FIELD GROUP SUB-GROU?P
08 23 NIRRT

to route management problems.

physical relationship.
within the scheme.

" 7The objective of the Bristol Off-Road Trafficability Scheme (BORTS)

opurational system to predict off-road trafficabilicty on a km’ scale for application
The system design (Only allows.the use of readily available
data and highlights user friendliness as an important facet of the software technology.
This new predictive technology is based on well established physical hydrological and
evaporational processes along with a newly developed soil scraength < soil moisture
The Variable Source Simulator 2
A routs management scheme demonstrataes the utility of the scheme and
allows initial comparisons between the BORTS and the established U.5. Corps of Engineers
system for predicting soil moisture and soil strength (SMSP model).

The system davelopment, use of the system, limitations, initial comparisons with the

SMSP model and future development.are described in this report.
be#r written in FORTRAN 77 and is listed in the appendices along with a code glossary.

19. ABSTRACT (Cantmue 0n reverse if necessary and idenufy by biock number)

is to develop an

(VSAS2) is available for use

The computer program has

20 OISTRIBSUTION / AVAILABILITY OF ABSTRACT 21 ABSTRALT SECURITY CLASSIFICATION
G0 uncLassistorunuMmiITED KD same as et @ onc users Unclassified
21a. NAME OF RESPONSIBLE INDIVIOUAL 22b TELEPHONE (inciude Area Code) | 22¢ OFFICE 5YMBOL
Jexrry C. Comati 4-441493—7;“ AMESN-PE
DO FORM 1473, ga man 83 APR #0/1i00 May be used until exhausted SECURITY CLASSIFICATION QF THiS PAGE.
All othar aditians are 0DsOIetE Unc) assified

SNRIETY -
r

I
Py

-’1""' )
o'."‘q

G
00
'..:




e o

N S I S S SR W WU I O T O R A R A A O O T R LR R v

The authors acknowledge the support and discussions with John Coitins of
the wWaterways Experiment Station (WES) throughout the duration of the
research. SMSP runs were undertaken by the Mobility Group at WES. In

addition, Dr. George Baladi of WES provided assistance with certain of the

initial ideas concerning soil strength/Cl relations.

Requests for the disk in this report may be
referred to: U. S. Army Engineer Waterways
Experiment Station, ATTN: WESEN-C, P. O. Box
631, Vicksburg, MS 39180-0631

Per Mr. John Collins, USAEWES/WESEN-C

Accession Por
NTIS GRA&I

DTIC TAB 0
Unannounced ]
Justification |

aypwm:
Q}Etributlon/ o

Availablility Codes
"~ |Avatil and/or
Special

Dist

f\’\j {




I T L LA U L N LN T RN X I PO WO RO YO O/ YO YON O 4ip 6'9.0'8.%

- “ -

ACRONYMS USED IN THIS DOCUMENT

1 INTRODUCTION

1.1 Background
' 1.2 Objectives
1.3 Originality
1.4 Development Strategy
1.5 Scope of this Report
1.6 Conclusions

2. REVIEW AND ASSESSMENT OF EXISTING SCHEMES

2.1 Introduction

2 2 Automation of a Model for Predicting Soil
Moisture and Soil Strength (SMSP Model)

2.3 Versatile Soil Moisture Budget - Version
Three (VB [11)

2.4 AMethod for Evaluating Terrain Trafficability
of Tanks with respect to Weather Influences

2.5 A Wetting-front Model of Soil water Dynamics

2.6 Discussion and Conclusions

PR AN SN PATHK K

12
16
18
26
27

%}
O

A

36

llllll

‘0..:5'.'::.'0.'!:'
4 '.l .'l
5:::-:::3?:«4

B
® ®
» ) ". at

W,
WYy
g N “.A v

x
a
t.
-
-

-.:::..

e

.
X

_.
[

: 3 l - _a_=a -. .-
?"}’5{55’:. "l.“
» 'i?'i"} .-':i
o0 A AR
% - . £ l":.
PR Oy

8

FA At A
'ri; ff;, ""F
?I".'."&

\307_:

S5
4.4
a
L

-}g
b ]

AP
s
(A

8 S,
e
P LLT
T

x
o
s
>

5
7
07 7 FT

2 ¥

4
&
2
’




L AP UL I U R I LT U ST RIS T S W Y UCER AN KA MM EAN R U NS R M AN VLWL WY AW TR R TINY I A bl 3. 6]

. *:';5{
".‘l\\ '\‘.\}{
-z - e o
S
~ ]
, :?':ﬁ;:f'
3 SOIL MOISTURE MODELLING J\::} 3'8: 2
.ﬂ:_ at
o @
e
3.1 Background S5 ﬁ’),-c .::"'
: .50,
3.2 Review of Suitable One Dimensional Infiltration 56 -\_*.
" 0
and Redistribution Schemes WL
3.3 Review of Schemes to Calculate Hydraulic Conductivity 64 Y E;E:,E, :
QL ,
3.4 Review of Schemes to Calculate Matric Potential 67 Predv
3.5 One Dimensional Soil Water Movement Filabrs
3.5.1 Objectives 71 133':::7:
W W y "
3.5.2 Detailed requirements 71 i
RN A
3.5.3 Technical Description of Chosen Methods 73 -'2" :"‘:"’:‘.!’~
3.5.3.1 One Dimensional Infiltration St
LY,
3.5.3.2 Hydraulic Conductivity ,.-m: ;-E '
e
3.5.3.3 Matric Potential %‘ﬁw gNe
3.6 Two Dimensional Soil water Movement :EE;}:;I
3.6.1 Objectives 79 ::{::E:f;;‘f'_:
r".»"}:,)n A
3.6.2 Detailed requirements 79 .V‘.-.v. .
3.6.3 Technical Description of Chosen Methods 81 ;:-_‘;;}‘5.;'
AR, A
3.6.3.1 Two Dimenstonal Infiltration .‘§2_"-_§.:§2~_:.-\..
S A
3.6.3.2 Hydrautic Conductivity -E;-ﬁr . X
3.6.3.3 Matric Potential i‘;‘:;';‘i‘;‘;;;‘;
DAY
3.7 Calculation of Evaporation -";3;_"5:‘.5.&
RSAARAR S
3.7.1 Objectives 86 -'.-f_.\f«:.«:'i
. -~ R N
3 7.2 Detailed requirements 88 E‘v‘,’l-:f-:‘g:-
PRI
3.7 3 Review of Suitable Schemes g2 RIS
J\:_\'__ .'..:,.-.' ]
3.7.4 Technical Description of Chosen Methods 91 RN
o @
N ]
AR
WA
t.cif«-k..“
A NNENEN
NI
AN




4 IMPROVED BSSS MODEL COMPONENTS

4.1 Soil Strength
4.1.1 Objectives
4.1.2 Detailed requirements
4.1.3 Review of Potential Soil Strength Schemes
4.1.4 Technical Description of Chosen Method
4.2 Albedo
4.2.1 introduction
4.2.2 Background
4.2.3 Major Contributors to Albedo Variation
42.4 Conclusions
4.3 User Friendly Techniques
43.1 Objectives
43.2 Detailed Requirements
4.3.3 Development of Suitable Techniques

4.4 Discussion and Conclusions

S ROUTE SELECTION PROCEDURES

5.1 Introduction
5.2 Representation of Spatial Resolution
5.3 Calculation of Optimum Route
S.4 Application to problem routes
S.4.1 Calculation of Routes
S.4.2 Evaluation of a Route

5.5 Conclusions

100
102
103
110

119
e
121

140

141
141
142
146

147
147
149

156
157

158

-------

4 1¥-.

5

WAL
7

-----
-----

{\/'l
-
T
PP
AT

i

X
ool e
AT
\%3ﬂ
’-‘I’..{"l“"

0’ L AEN

";‘?5'"-"_ o

S - - A

| 4
»

N xS
5 P XS
AN

- -
'55';‘:".
r RN,

L8

"%




3, i g Rt e gie 8% 30e 4%0 £¥p 8%, A%, B 8'a 8% Big #% 872 %8 8"g b ..'r traud’

6 PROGRAM DESIGN

6.1 DESIGN: Bristol Soil Strength Scheme (BSSS)
6.1.1 Specification of Detailed Requirements
6.1.2 Development of System Design
6.1.3 Description of Program Design
6.1.4 Program Implementation
6.1.5 Specification of Algorithms

6.2 DESIGN : Variable Source Area Simulator (VSAS2)
6.2.1 Specification of Detailed Requirements
6.2.2 Development of System Design
6.2.3 Description of Program Design
6.2.4 Program Implementation
6.2.5 Specification of Algorithms

6.3 DESIGN: Grid Specification
6.3.1 Specification of Detailed Requirements
6.3.2 Development of System Design
6.3.3 Description of Program Design
6.3.4 Program Implementation
6.3.5 Specification of aigorithms

6.4 DESIGN : Route Management
6.4.1 Specification of Detailed Requirements
6.4.2 Development of System Design
6.4.3 Description of Program Design
6.4.4 Program Implementation
6.4.5 Specification of algorithms

6.5 Discussion and Conclusions

O TR O TR H

159
164
167
169
174

201
203
205

209

214

234
236
236
240
243

»
s
)
.

g et &

L
2
2

R
P
2
g
kg Yo "o " a0

-2 A _;,( °
éfg?%{‘-

,q
;‘1 & .?
% T

I;-
[#
;?g‘;

J'.q .
Pl
e
A
[ ]
= g

E A

e
s;.é'. '
’ L ]
}‘? - ‘
/- ‘

- &,

" r|®
}?
P
el

:&‘5:'5:};',
X
PIpRits
- vy




7 GUIDELINES FOR THE USER
7.1 Input data for the BSSS
7.1.1 Meteorological Data
7.1.2 Site Information
7.1.3 Operational Data
7.2 Output Data for the BSSS
7.3 Input Data for the VSAS2
7.3.1 Soil Strength Characteristics
7.3.2 Initial Moisture Contents
7.3.3 Storm Characteristics
7.3.4 Segment Specifications
7.4 Output Data for the VSAS2
7.5 Setting up the Grid For Use fn Running the
BSSS, VSAS2 and Route Management Scheme
7.6 Evaluate RCI Over a Route
7.7 Optimum Route Management

8 ASSUMPTIONS AND LIMITATIONS OF THE BORTS
8.1 BSSS
8.2 VSAS2
8.3 Route Management
8.4 Conclusions

9 HANDS ON TEACHING FACILITY

271
271
274

274

286

o o
O :".;.rc.fl.l;l"‘.'

l‘. b




R T S S T O S R TSP T W W P R S S N T NU WG WU MU NS WU RIS BN PO DR A U

-6-

10 DISCUSSION

10.1 Development and Completion of Initial BORTS Software
10.2 Computational Requirements of the BSSS and the VSAS2
10.3 Initial Results BSSS versus SMSP

10.4 Use of Different Schemes

10.5 Prescription for Further Development

REFERENCES

APPENDICES

A. Code description and glossary
B. FORTRAN code
C. Compilation Instructions

0 2t A8 St Bab Ba® Qal"

S gal  fal
N Wiy Wy a Wy,

330

338
398
496

RNy
® ®

';‘l'q‘l. NORRR

SN

'.:ﬂ..t'g‘l' el

a:"c"'a‘::: it

‘ .:::. :..(' r.C,g

p e e

° °
.
PN ,:r.':‘
:4‘ 'hsh ' ."f

) L)
e
e ®




o LR Lt A ik

BNGS
BORS
BORTS
BSSS
EEGS
SMSP
VSAS2

Ly tEa dN ARG e TN B W i, MU YT R R T U R R R

_7-

- Bristol New 6rid Scheme

- Bristol Optimum Route Scheme

- Bristol Off-Road Trafficability Scheme
Bristol Soil Strength Scheme

Edit Existing 6rid Scheme

Soil Moisture Strength Prediction model

Variable Source Area Simulator 2

ety
::':.: e,

o
=2
e
-

'l
AN

'l
'v'i.
P
.'(..l
‘.
<
-

AT taTh)
- '.
{ﬁf
[

TR

s l;-"

l.y.;
&

b
P
& 4 %
"y

C4

Ve 7t o
L 4
i‘

@ L_

F]
N

WL |
T
& T

SR

3
-

o "y
Y
EELES

F T rr
) {"{'.'j :‘
5P

A
(o™

N
ol
2z

~
'

ﬁ" x

5{'1

A

-

-
a .':';'.'
[y

?’}ill.
£¥

o
o
Sl




1.1 Background

1
H

The (_‘jémand for predicting field work conditions or off-road trafficability
comes from agricuitural, civil and military sectors. The spatiai and
temporal resolution of predictions is dependent upon application. For
instance, the prediction of off-road conditions across an area of 200 km?
in 20 days time for the passage of a large number of vehicles will be very
different from predicting how soon those same vehicles can cross an area

of 10 km? in the next 36 hours without being bogged down.

At the present time there are three main types of models used for
predicting off-road conditions for the specific application to vehicle
behaviour:-

Within agricuiture there is a need to consider the degree of compaction a
given type of vehicle may cause on a particular soil. Empirical
relationships have been developed (Raghavan and McKyes, 1978) which for
four soil types predict soil density (considered to be the dependent

variable):

= f{moisture content, tyre slip, contact pressure, number of passes,

depth and distance)

Further studies (Rhagavan et al., 1979; Huck et al,, 1975; Taylor, 1971,
Campbell, 1982) show that it is relatively easy, if demanding of data, to
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extend the analysis into an examination of traffic-soii-plant
relationships. This will be of great importance in predicting plant root
damage caused by the operation of agricultural vehicles.

Studies by Dyer (1980) based on the empirical Versatile Soil Moisture
Budget - Version Three, linked with historic meteorological data,
attempts to predict workday information across Canada. This scheme is
reviewed in more detail in section 2.3.

1.1.2 Empirical Military Models

A review of soil trafficability prediction undertaken by the U.S. Corps of
Engineers (1967) highlighted soil moisture - soil strength relationships
(e.g. Collins, 1967, Moltham, 1967). The estimation of these two
environmental variables and their inter-relationship is central to these
tyve of trafficability models. These models based the trafficability
predictions through the calculation of the rating cone index (RCI)
relationship developed by Collins (1971) and is defined by:

InRCl = 4605+ 2123 +0.008(C) - 0693 InM
0.149 + 0.002(C) eq. 1.1

where M = moisture content ( % dry weight)

O
]

percentage clay

RCI values were established, below which specified vehicles could not
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complete more than SO passes. These RC! values were known as the

vehicle cone index (VCISO) for the vehicle and therefore predictions of RCi

could be related to vehicle mobility.

To date the U.S. Army Corps of Engineers has utilized the soil moisture
strength prediction model (SMSP) developed by Smith and Meyer (1973) to
predict RCl. The SMSP model predicts soil moisture on a daily basis from
empirical bookkeeping relationships, with seasonal constraints which then
link with empirical relationships in the form of equation 1.1.

There is also available models predicting the effect of terrain on vehicle
mquty and part of their input requirements inciude RCI. These models
include the Army Mobility Model (AAM); the DMA/ETL Cross-Country
Movement (CCM); and further improvements include a computerized
condensed AMM system (CAMMS) by Turnage and Smith, 1983. The SMSP
model and its linking with mobility models is discussed in more detail in
section 2.2,

1.1.3 Deterministic Models

The use of the mechanical properties of the soil, i.e. soil density, cohesion
and angle of internal friction, in predicting cone index has been developed
by Rohani and Baladi, 1981. The inclusion of moisture content could lead
to a physically based alternative to equation 1.1. A deterministic
off-road trafficability prediction model does not at this stage exist
though a physically based infiltration scheme combined with the empirical
relationship give by equation 1.1 has been developed by Anderson, 1983,
and is described in sections 3.2, 3.4 and 4.1 A physically based
infiltration scheme developed by Clapp, 1982, is reviewed in section 2.5

-------
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and assessed for its potential to solve the requirements set out in
section 1.2

The desire for a new system is either because there is no existing system i
or there is a major probiem or restriction with the old system. The three
types of trafficability models discussed above, and the schemes which
exist indicate that application of off-road trafficability studies have
always been on a long time base, i.e. output from the empirical models is TRy
always on a daily basis. The scenario set at the beginning of this section
where information on how soon vehicles can cross a given area in the next
36 hours is not catered for. The only attempt at a variable temporal
resolution model is that of Andersons’ (1983) and it is this model that is

further developed in this project.

It is evident that a new physically based system is necessary which has
variable temporal and spatiatl resolution, firstly because there is no
satisfactory existing system, and secondly, because there are major
restrictions with the old empirical schemes. The first step in the

development of a project is to set out what the project aims to do

»
(section 1.2) and the strategy adopted (section 1.4) to fulfil those Qr
A
aims. SN
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The requirements of any project may be defined through analyzing the
problem to determine its nature. A requirement is a feature of the
system, or a description of a facility the system is capable of doing in
order to fulfil the system’s purpose. The main purpose of this project is
‘to develop an operational system to predict off-road trafficability on a
km? scale for application to route management problems’,

The following general requirements are the first stage in the overall
strategy for the project’'s development. The requirements are also shown
in figure 1.1 under various categories of requirement type.

neral ir

1.2.1a To develop an operational system to predict off-road trafficability
on akm? scale.

1.2.1b To develop a deterministic off~road trafficability model, and hence
one requiring no calibration.

1.2.1¢ To construct a predictive scheme with variable temporal
resolution.

1.2.1d To develop a physically based system for predicting various
environmental factors; e.g. soil moisture and soil strength.

1.2.1e To develop a facility capabie of handling a steep area that may be
highly vegetated.

1.2.11 To develop a system in-which the predicted of f-road trafficability
can be applied to route management problems.

1.2.1g To develop a system requiring only readily available input data.
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The general requirements listed above will be further refined in sections
J,4,and S. The concept of requirement definition linked with a top-down

approach is discussed in section 1.4.1.

The design of the entire BORTS system (figure 1.3) has been based on the
definition of the general requirements and the subsequent refinement of
these requirements in sections 3,4 and S, plus the development strategy
outlined in section 1.4 The large range of the requirements have led to
two models for predicting off-road trafficability. These are the Bristol
Soil Strength Scheme (BSSS) which solves the specific requirements
3.2.1,3.41,4.1.1, 42.1 and 4.3.1, and an adapted scheme - the
Variable Source Area Simulator (VSAS2) solving the specific requirement
3.3.1. The components of these two models are described in sections 3
and 4. Section S describes the application of off-road trafficability to

route management.

This section is represented in figure 1.2 as stage | - a problem was
posed and the needs determined.
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1.3 Originality

As stated in section 1.1 the desire for a new system is either because
there is no existing system or there is a major probiem with the oid
system. In this project the U.S. Corps of Engineers SMSP model is
considered as the ‘old’ system and is discussed in section 2.2. it is

considered unsatisfactory for several reasons, and these may be
summarized as follows:-

1.3a the scheme is entirely empirical and therefore inflexible with
respect to temporal resolution,

1.3b the scheme is inflexible with regards attempts to up-grade, and
therefore cope with phenomena such as hourly variations of
evaporation,

1.3c the data required to run the scheme includes empirical relationships
that are difficult to evaluate especiaily for the non-expert, and

1.3d resuits from the SMSP indicate some peculiarities when predicting
RCI values from initial moisture categories of very wet and very dry.
Tracing these peculiarities in an empirical scheme will be a difficult
job.

Having realized the restrictions of the ‘old’ scheme it should also be
pointed out that strictly the SMSP scheme is very different from the
system proposed in section 1.2. In fact, it could aimost be said that the
only schen{e approaching the requirements set out in section 1.2 is that
of Anderson's (1983). It is therefore proposed to develop a new system
based on Anderson’s model but with the following new aspects:-

1.3e new deterministic, physically based soil moisture - soil strength
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1.3f corrected and improved evaporation routine with respect to inclusion ~" Rl
of albedo,

1.3g improved data requirements - data bank development, and

1.3h user friendliness operation of system.

The project requirements have also led to the new development of the
following:-

1.31 the adaptation of an existing scheme to deai with steep siopes,
convergence of flow and highly vegetated areas,

1.3) the development of a route management scheme,

1.3k the application of the scheme to existing mobility models, e.g. the
Ministry of Defence’'s DRIVEB mode],

1.31 the development of a system that is menu driven, system prompted
and with basic system checks,

1.3m the deveiopment of documentation and code that will allow easy

maintenance and aiterations by new developers, and

*;’
¢,
1.3n the formulation of guidelines on which scheme to predict RCI should ,...’0.. o f‘k,
)
be used under which environmental conditions. ‘3“1:’*3:':'.
0
This is a first attempt to develop such a system, and as such will provide “ i $
4 ' SR
an insight into the problem area. The development and initial results have &;\ "
produced a well defined directive for the project after this development m i
“
period (section 10). ’\ ..:,‘
. ;'. \"yi‘\' ',
-.*"-!""-,f".':~ u::‘
A
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1.4 Development Strateqy

The development of any computer system requires the adoption of a
logical, clearly defined strategy which incorporates a progressive building
block technique. This is represented in figure 1.2 as a series of seven
work stages. As shown in figure 1.2, each stage is described by a titl-, a
question and the action necessary at that specific stage to solve the
problems. Once each stage has been completed, the developer can start the
next stage -~ though often it is necessary to return to a previous stage for
re-assessment and adjustment of the solution. All adjustments and their
interrelationships with other elements of the solution must be traced
through all subsequent stages. The following section describes the stages
shown in figure 1.2 in more detail.

ne: ir inition

Prior to the design of any system the developer must understand the
system’s purpose. This starts with an examination of requirements
(section 1.2). The requirements of any project may be defined through
analyzing the problem to determine its nature. A requirement is a feature
of the system, or a description of a facility the system is capable of doing
in order to fulfil the system’s purpose.

Throughoui this project a 'top-down’ approach has been adopted. With
respect to the requirements of the project this means that initially the
requirements or objectives have been expressed at the very highest level
in general terms (figure 1.1); then at subsequent levels the requirements
are made more specific (sections 3,4 and 5). For example, high level

requirement 1.2a states that the system should be ‘operational’, lower
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levels of definition restate the requirement in specific terms of
parsimonious data requirements, readily available data, and menu driven

system operation.

In this requirements analysis, we have determined exactly what problems
need a solution. The requirements have been satisfactorily specified and
understood by the developer, now the next stage of system design can
begin.

1.4.2 Stage Two: System Design

The specification of the system requirements allows the developer to
translate those requirements into a system that will satisfy the project’s
needs. It is this transiation of the problem into a description of the

solution that is known as system design.

For each component of the system there may be more than one sclution. An
assessment of existing and specially devised solutions is a necessary
sub-stage of the system design. The development of the system design in
section 6 follows on logically from the technical descriptions of the
major system components in sections 3,4 and S.

A top-down approach has also been adopted to aid the process of system
design. As shown in igure 1.3 the design has been separated into
composite parts known as design modules. Each module is a working
entity having specified sets of input and output. Working in a top-down
manner the design should ensure that all information entering the system
is completely defined; all functions are specified; and that output from the

system is that required by either the user or other systems. The fourth
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level, or bottom level, modules shown in figure 1.3 are where the actual

functions are carried out and these are detailed in section 6 along with

information on how the components link together in each module and how .&23‘: - '.::;5
the modules interrelate. ?; Guor
e
The completion of the system design, that is, an explanation of exactly E:_J.“:: ; ::f
how the system will work in terms of data flow and transformation, 5?&5}% '
allows the developer to translate it into a program design. .:;:..: ::;:,'“‘
A
St
hree: Program ign ,*gp \__3"
The system design does not allow the developer to write program code 'Eﬁ%ii::::;
directly from its description. The design modules and their , ﬁ:.;
inter-relationships now have to be further specified in terms that are ." "i '::":;'E‘:?‘:E
instructions for the programmer. The program specifications have been -':'E" ..?::':
written in pseudo code’ as an intermediate stage between the English -3 i
system design description and the program code. Section 6 details the g‘%ﬁ; 3
program design and tabulates the pseudo code for each algorithm to be E%?Q‘N \
included in each design module. _‘% _— .-!~
Sy
1.4.4 Stage Five: Program (mplementation T.% = [ ,
| S
The design is now ready to be translated into program code which PS";«.}EE: ,-‘;,
functions correctly and preserves the desirable design characteristics. el
The characteristics included in the system design and refined in the Zj{ " "::
program design (such as distinct modularity, well defined -S!:‘.":. £ ':.‘:5
interrelationships etc.) should be inherent in the program or programs ° °
SN
38
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written, so that all algorithms, subroutines, functions and data structures
can be easily traced from the system design to program implementation
and vice versa.

The code has been written (Appendix B) in small separate subroutines all
of which are cross-referenced with the program design in section 6. A
system of naming each subroutine according to the design module it is a
component of has been adopted to make the task of future development a
much easier task. It should be remembered that the genera/ purpose of
the system being developed in this project is unlikely to change throughout
the software development period and for sometime afterwards. However,
modifications and enhancements in the nature of the system might be
necessary. This programming style or manner easily allows the addition,
replacement or up-grading of subroutines with ease and suggestions for
improvement are discussed in section 10.

The programs now coded in FORTRAN (Appendix B) require to be tested to
see whether they work as intended.

1.4.5 Stage Five; Testing

The testing of the programs is spiit up into several sections and the
methodologies of testing used in this project have been:-

1.4.5.1 Derective software, where there is a software error. This
usually means that the software does not do what the requirements
specified. These errors must be traced, and are normally of the following
types:
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(a) the requirements specification may be wrong, i.e 1t is not really what
is wanted,

(b) the requirements specification may be computationally or physically
impossible,

(c) the system design may be faulty,

(d) the program design may be faulty, and

(e) the code itself may be wrong.

1.4.5.2 hit testing, where after the code has been examined for errors,
each subroutine and then module Is compiled and run with test data to
search for other errors. Finally, the entire system is compiled and run
with test data.

1.4.5.3 Program review, which explains in words, diagrams and technical

terms what each program is supposed to do in code.

\.4.5.4 Proving programs correct, where through unit testing, a program
is correct if it implements the specifications of the program design and
interfaces properly with the other modules.

It is important to realize that no system is ever ‘error free’ and
International Systems , Inc., Pennsylvania state in their "Laws of Project
Management” that ‘No system is ever compietely debugged. Attempts to

debug a system inevitably introduce new bugs that are even harder to find’

Test input data has been designed so that the output demonstrates
something about the behaviour of the program (sections 9 and 10). To

test a module the input data and conditions must allow the program to
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manipulate that data, and observe the output from the program. During
initial development the system is often set-up to provide an abundance of

extra intermediate output information to aid in locating software errors.

Comparisons have been made with an existing scheme as an initial
methodology of model validation and are discussed in section 10. The
entire system is now ready for stage six - that of delivery.

1.4.6 Stage Six; Delivery

The main component of the delivery of the system developed in this
project is that of writing an effective documentation. This is aimed at
two levels , firstly at the user, and secondly, at the devetoper or operator.
This report covers both these aims by folloWing the development strategy
discussed in this section and outlined in figure 1.2.

As shown in figure 1.2 the delivery also inciudes training users,
therefore a ‘hands on user guide’ has been developed along with test data.
This is detailed in section 9. Instructions for the operator are given in
Appendix C.

1.4.7 Stage Seven: Maintenance

Section 10 discusses some initial results which in turn permits a
prescription for further enhancements to the system to be written. The
code description, program design and system design detailed in this report
should help in the correction of errors, inclusion of new components,

perfection of existing components and of course prevention of future
fallucas.
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L.4.8 Soft s wuali

The quality of software and systems is reflected in their characteristics.
The characteristics required for high quality depend on who is assessing
the system. A user will assess software to be of high quality if it does
what they want it to do and is easy to learn and use. A designer and
maintainer will l1ook for a design and code that is easy to test and
maintain. The characteristics considered to be important in the quality
design of this project are as follows:

1.4.8a Userulness: The software system must be useful. Firstly, it must
do what is required of it. Secondly, it must be easy for the
maintainer to locate the source of an error, find the modules where
a particular function is coded, trace the code and modify and add
other subroutines.

1.4.8b Re/iability: The system must produce the correct result to the
correct degree of accuracy.

1.4.8¢ Accessibi/ity. The system must perform its functions in a timely
manner and therefore data should be available when needed and the
system should respond to the user in a reasonable amount of time.

1.4.8d AHuman compatibility. The users and developers must find the
system easy to learn and use. This might be the most important

characteristic of the system. A system that while performing its

fungtions perfectly is impossitle for the users to understand, can

only be considered as a failure.

The development of the software system has attempted to foilow the
strategy outlined in this section and to make these characteristics of high

quality software inherent within the structure.
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The scope of this report is to document all the stages shown in figure 1.2
and discussed in section 1.4. The background, general requirements, the
developmental strategy adopted and originality of the project are all
discussed in section 1. A review of existing schemes is addressed in
section 2. The development of the new system is detailed in sections
3, 4, and S. A system description listing the system entities, attributes
and their relationships with each other is given in section 6. Guidelines
for the user are given in section 7 and a ‘hands on * user guide is provided

in section 9.

The restrictions and assumptions of the main components of the system
are set out in sectton 8. These restrictions along with some initial
results and a discussion of the development, leads to a written
prescription for fu'ture development of the system in section 10.

i'he program code and test data are given in Appendix B along with
compilation instructions for the operator in Appendix C. The definition
of some of the terms used in this report are given in Appendix A.
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1.6 Conciusions

Before defining the proposals for a new system it is vital to examine how
successful existing systems are. Are users happy with their existing
software and systems? Can the systems be extended to be used for

slightly different applications? The answer is yes and no.

Often systems work, but not exactly as expected. For instance, the
peculiarities encountered when the SMSP model has initial moisture
categories of very wet and very dry but appears to work well for the other
initial moisture contents (results from SMSP model, 1987, section
10.3.1).

The system may work for the first scenario given in section 1.1, where
information regarding trafficability 20 days ahead is required. But, the
second scenario, where information is required over the next 36 hours, at
say hourly intervals, is impossible for the system to cope with.

Having decided that there is a gap in the capabilities of existing systems,
a well defined set of requirements is drawn up. In the desire to produce a
system of acceptable quality and utility an approach strategy has to be
adopted. This has been described in section 1.4, though it is important to
understand the difference between ‘'good’ and 'bad” software.

The characteristics of software and system quality depends on who is

analyzing it. A developer will assess in terms of the following:

1.6a How easy is it to design, code, test and maintain?

1.6b is it efficient in terms of computer usage?
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A user wiil assess in terms of the foilowing:

1.6¢C Will it do what | want it to do?

1.6d Is it easy to learn and use?

Hence, it can be seen that high quality software and systems have
characteristics that are addressed to the requirements of the users,
developers and maintainers. The following report documents the
development of the proposed system (section 1.2), and through the
adoption of a logical clearly defined development strategy incorporate

high quality for the users, developers and maintainers.
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2.1 introduction

The prediction of soil moisture and soil strength is not a new concept.
There are many modeis which attempt to predict soil moisture at
prescribed temporal and spatial resolutions. There are also several
models which link soil moisture and soil strength characteristics to
predict soil strength. This section reviews four models, two of which
were designed specifically for off-road trafficability prediction, while
the other two, although designed for different purposes, could be linked
with appropriate submodels to predict off-road trafficabiiity.

The first model discussed is the 'Automatic Mode! for Predicting Soil
Moisture and Soil Strength’ (SMSP model) deveioped by Smith and Meyer
(1973) for the U.S. Corps of Engineers (sectloh 2.2). The SMSP model
predicts daily soil moisture and strengths of soil layers 0-15cms and
15-30cms. It is an empirically developed model and is currently used by
the U.S. Corps of Engineers for off-road trafficability prediction,

The second model discussed is the 'Versatile Soil Moisture Budget -
Version 11" (VB 111) developed by Dyer and Mack (1984) for use by the
Canadian Department of Agricuiture (section 2.3). The VB IIi predicts
daily soil moisture contents through the profile. By linking current status
of the areas to be modelled with ‘typical’ or ‘worst’ scenario historic
meteorological data, the mode] predicts the soil water status for large
areas of agricultural land for up to three months ahead. Predictions are
updated every week. It is an empiricaily developed model and is currently
used by the Canadian Department of Agriculture for predicting drought and

work day analysis used in their "aid and advice' to farmers policy
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The third model 1s the German terrain trafficability model developed by
Han! and Tries (1982) for evaluating trafficability of tanks with respect
to weather influence (section 2.4). The Hanl and Tries model predicts
daily soil moisture and categories of trafficability. It is an empirically
developed model which through several important restrictions (discussed
in sections 2.4 and 2.6) is simple to use.

The fourth model is the 'Wetting-Front Model’ developed by Clapp (1982).
The wetting-front model (section 2.5) was designed to predict the
locations of wetting-fronts throughout a soil profile which might have
layers with different soil characteristics. It includes a determination of
evaporation from the soil surface which would be useful in trafficability
applications. The model has been developed on deterministic relationships
and the significance of this is further discussed in section 2.6.

The four models are outlined in terms of their design and input data
requirements. They are evaluated (section 2.6) in terms of their ability
to fulfil the objectives outlined in section 1.2. By reviewing these four
models, it would be prudent to indicate that there are many other similar
models and submodels of larger schemes which predict soil moisture, but
it becomes apparent that to fulfil the general objectives in section 1.2,
and the specific objectives detailed in sections 3.2.1, 3.3.1, 3.4.1,
41.1, 42.1, 43.1,5.2.1, 5.3.1 and 5.4.1, that these four models are

the closest to the proposed scheme to be considered as viable alternatives.

The SMSP model is also important in that it is the working off-road
trafficability scheme of the U.S. Corps of Engineers and comparisons with
it will be used as a preliminary form of verification for the newly
developed scheme.
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The SMSP model (figures 2.1and 2.2) determines soil moisture using a
bookkeeping procedure working on a daily basis. It is then linked with
certain soil properties to predict soil strength in terms of cone index (Ci)
and rating cone index (RCI). Smith and Meyer determined through empirical
investigation that the important soil layers concerning off-road
trafficability were the 0-15 cms and 15-30 cms layers. The SMSP is
empirical in nature and subsequently some input requirements are not
always easy to determine. The terrain input requirements for the SMSP
are of three different categories:-

2.2.a Specific data - unique characteristics and relationships for each
site to be considered.

2.2.b Estimated data - averaged or estimated data from similar sites,
field measurements and relationships developed from soil property
data abstracted from a large number of sites.

2.2c¢ Surface composition group data - similar to 2.2b except that
relationships are developed for a number of surface composition
groups which are similar to the soil classes of the Unified Soil
Classification System modified to permit characterization of the

entire area.

As figure 2.1 shows, the other major input requirements are that of daily
precipitation, wetness index and the dates of the beginning of the
different seasons (when rates of depletion change). The input data
requirements are further detailed in table 2.1 and used for the

comparison and evaluation of the four models in section 2.6.
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wetness Index

l

Accretion/Decretion
Relationships.
Empirical
bookkeeping system

;

Moisture - Strength
empirical
relationships

e.g. Collins, 1971
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JTABLE 2.° DATA REQUIREMENTS OF THE SMSP MODEL

(a) Site and Storm Parameters:

precipitaion (daily) air temperature (daily)
e
bt .:'. ::E
t ¥, .'\' (]
(b) ~‘§%§$
Soll Information: Y
S i
Wi !
soil texture maximum water content :;'l"::::u‘ﬁ:'o;,guﬁ
; bulk density minimum water content AR

initial soil moisture content

first layer soll moisture content storage for one year
second layer soil moisture content storage for one year
minimum precipitation causing accretion

(N
e

(c) Coefficients:

for accretion equations

for tentative average depletion equations
for specific depletion reiations

for moisture - strength relationship

o
i
- .
NGO Y
(d) Constants and Factors; R
."\'\'\:& 5&
NriavTe!,
for cone index relations for site depletion factor ?’Q‘,& iy
for maximum and minimum equations for accretion equation ‘.-“- N
‘ .-,:."_
- ;}“ y
: (e) Variables: e
beginning day of data beginning day of new season
beginning month of data beginning month of new season
beginning year of data beginning year of new season

number of days in each month
- point at which accretion equation is modified
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The governing relationships (figure 2.2) of the SMSP are simple, straight

line and power functions derived empirically using regression techniques:-

2.2.d Accretion relations:
accretion = f (precipitation, amount of storage space available in

the soil for absorbing water, soil layer in profile, season)

2.2e Depletion relations:
depletion = f (soil moisture content above a minimum moisture
content, soil layer in profile, season)

The prediction of soil strength is based on the following relationship:

InRCI = a+bIn(MC) eq. 2.2.1

where RCI
MC

rating cone index

501l moisture content (%)

a &b = user supplied constants from specific or estimated data

when considering surface composite groups the model assumes that a
straight 1ine relationship exists between In RCl and In MC. The equation
for this straight line was established by forcing it through soil motsture
contents at a RCI of 300 and C| of 200.

Output from the SMSP model is on a daily basis which may be over any part
of the year (or several years) for one or more selected years of extreme,
unique or typical rainfall distributions. There 15 no option for a shorter
time interval between outputs, and any extension to a new site must

Inctude either specific or estimated relationships and nput data The
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application of the output information is in vehicle mobility models such as
the Condensed army Mobility Model (CAMM) as shown in figure 2.1.

RNEARR ] R o
v

V il il Moi - Versi VB I
rang M 1984

The VB 111 model was originally developed from the simple water baiance
equations of Thornthwaite and Mather (1955) to the multi-layer budget of
Hoimes and Robertson (1959) to the versatile soil budget of Baier and
Robertson (1966). The VB |1l model is the most recent improved version of
the versatile budget and is directed at the agricultural sector. Estimates
of datly soil water contents based on present and past weather events
provide information to the Canadian farming community throughout the
growing season and is the basis to field workday analyses (Dyer et al.,
1978, Dyer,1980)

The basic structure of the model is described by the flowchart in figure
2.3 (from Baier et al., 1979). The soil moisture calculation within the
cellular structure (figure 2.4) may be d2scribed by:

>

5

®

St, =51, -P,-PDL -PDL_, -DF_, -DRN1_, - ASE, eq. 2.3.1 2~
o
- N
RS N
$2, = S2_,+ DRNT._, - DRNZ,_, - AERT, - DF._, eq. 2.3.2 DR
® [
V\n o '
’\‘; q'.'
where S1 & S2 = plant available water in zones | and 2 respectively i‘%‘v W

©
"

daily rainfall
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PDL = water left on surface

DF = water diffused between zones

DRN1 = downward drainage from zone |
DRN2 = downward drainage from zone 2
ASE = actual surface evaporation

i

day number (julian)

Actual daily evapotranspiration (AE) may be described by:

AE, = ASE, + AERT, eq. 2.3.3

Root extracted water (AERT) is given by:

AERT, = RTX. Z, . PE, . (52/C2) eq. 2.3.4

Actual surface evaporation (ASE) is given by:

ASE, = (Z, PE, . (S1/C1)) - AERT, eq. 2.3.5

where C1 & C2 = available water capacities of zones | and 2
respectively
21 & 22 =Z-table (dryying curves) values to describe moisture
retention for different soil types
RTX = root extraction coefficient (1 > RTX > 0)
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The water diffused between zones is described by:

oF, = {(s2/c2)- s17¢n} RDC 1

TBYe 870 0 w8 4ot g bR 508"

eq. 2.3.6

where RDC = redistribution coefficient (1> RDC > 0)

Gravity water drainage out of zone | is given by:

DRN1T = (S1-C1).DRS

where DRS = drainage coefficient (1> DRS> 0)
NB.S1>ClI

eq. 2.3.7

Drainage from zone 2 is assumed equal to the drainage into zone 2 from

zone 1 on the previous day:

ie. DRN2, = DRNI,_,

N.B. DRN2 <(S2-C2) and S2>C2

From examination of these relationships it becomes apparent that there

are many control coefficients required as input by the user (table 2.2).

Although the VB 1l model has reduced the input requirements of the

previous versatile budgets, its empirical and semi-empirical relationships

demand much site specific information. The input detailed in table 2.2 is

used in the comparison and evaluation of the four models in section 2.6.

There is no option for shorter time intervals between output.
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(a) Site and Storm Parameters:

precipitation (daily)
potential evapotranspiration
crop stage dates (julian days)
julian caiendar day

(b) Soil Information:

number of cells

cell thickness

cell field capacity

cell permanent wilting point
bottom cell depths

number of cells in layers 1 and 2
maximum drainage amounts (daily)

(c) Coefficients;

for soil water retention curves (Z - curves)
for each growth stage and cell
for fractional drainage out of layer |
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2.4 AMethod f terrain Trafficability of Tanks with respect
r inf} Hani and Tri |

The Hanl and Tries model attempts to use the established ‘Terrain
Trafficability Chart for Cross Country Movement’' (CCM) of the Military
Geographical Service in 2 more quantitative and rigorous manner. The

model requires three types of input data:-

2.4a long term factors:- soil type, configuration of terrain,
2.4b medium term factors:- vegetation, seasonal cultivation of topsoil,

2.4c short term factors:- soil moisture content, precipitation.

Table 2.3 details the input requirements of the Hanl and Tries model for

comparison and evaluation of the four models in section 2.6.

The model is based on a soil moisture balance account system (figure
2.5). A’'Soil Moisture Analysis Chart’ is created through the continuous
extrapolation and reckoning of soil moisture gain and 1oss. The particular
form of the the budget run, i.e. gain of soil moisture content (figure 2.6)
or 10ss of soil moisture content (figure 2.7), is dependent on whether
rainfall exceeds the potential evaporation or not. The budget is run from
0600 hrs - 0600 hrs to output a daily trafficability map.

The empirical relationships given in figures 2.6 and 2.7 utilise much site
specific daia (table 2.3 ) aithough the use of one standard reference sotl
ensures that this is an economic system to use. There is no option for
shorter time intervals between output or to incorporate any rain between
0000 hrs and 0600 hrs in the trafficability prediction for the current day.

ek . .
WL LA LA R Yy

h.q'!
1, ?
oy

"

!




RN AT L U U Y NUYINUY N U Y U (A N Y U UNVWLw Vo @Y, Y

£'g.0°28" 'v..;..- l‘v...

READ CONTROL DATA AND
RUN CHARACTERISTICS

v

CALCULATEP. E.

v

CALCULATE USABLE WATER
CAPACITY (NK) FROM
INITIAL MOISTURE CONTENT

v

CALCULATE CHANGE IN
SOIL MOISTURE

v

CALCULATE PERCOLATION

I

CALCULATE SOIL MOISTURE
(ST)

v

OUPUT DAILY
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St = soil moisture content

L d

=

[+ )

T

oo

oc 3
s gEs
= - >
< wo0o
« 'SQ‘DQ
¥ go2
tm —_—- - 9

‘S - ©
X S®oa
L]
“t n
wn

ot
(1] n
L
w

4
sSW 09

> <4

®
2o
<
~ o
@
oo
e @®
o o
22
-~ =
- O
oo

Ground Water depth

|N - PE|

A=

{1os

NK = normal usable

capacity
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(a) Site and Storm Parameters:

precipitation (daily)
dry and wet buib temperatures

(b) Soil Information: A

"

initial soil moisture content W
field capacity
wilting point

usable water capactity

(c) Coefficients:

Haude (3) for calculation of P.E.

(d) Empirically derived look-up tables for:

relating soil types with standard reference soil terrain
trafficabiiity with respect to :~

(1) soil type and moisture state,

(11) driving manoeuvres

(111) terrain configuration and surface state
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The wetting-front model aims to simulate the following processes in a

vertical soil column;

2.5a one-dimensional infiltration described by the
Mein-Larson / Green-Ampt retationships,
2.5b redistribution after infiltration,
2.5c¢ evaporation according to an analytical diffusion equation using an
explicit approximation to the mean weighted diffusivity (Clapp,
1982),
2.5d internal drainage.

The soil profile is represented as a series of uniform moisture blocks
separated by wetting fronts (figure 2.8). The flowchart in figure 2.9

shows that calculations of flow (Q;), velocity of the boundary Z; (Z',) and

fluxes at the upper and lower boundaries of each block (e'i) are required.

These are defined by:

Q =k (Q+1) eq. 2.5.1
92
where k = hydraulic conductivity
y = matric suction
Z = depth
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Velocity of the wetting-front boundary s given by.

Z, = Q /149! eq. 2.5.2

where Ae, = moisture difference between blocksiand i+ |

N.B. the sign of Q, indicates the direction of movement.

i

The moisture content 1s defined by:

&, = (Q"-Q,," )/ aL eq. 2.5.3

where Q" refers only to the fluxes that affect O,

It was found (Clapp, 1982) that in comparison with finite difference

models, daily results were within 10%, though evaporation tended to be

underestimated. The subsequent revision of the evaporation routine

indicated its sensitivity to changes in soil moisture at depth. The data
requirements to run the wetting-front model (table 2.4) are modest 1n

comparison to the previous empirical and semi-empirical models and is

discussed further in section 2.6. The computational efficiency, 1.e. 0.01

~ 0.03 of the computer time required to run the finite difference type

model, is an important factor in considering this model. An altered
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evaporation scheme would allow variable output times.
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JABLE 2.4 : DATA REQUIREMENTS OF THE WETTING -FRONT MODEL
(a) Site and Storm Parameters:

precipitation
net radiation

(b) S0il Information:

boundary depths

bounday and initial conditions
saturated water content (©)

point of infiection (8)

saturated suction

saturated conductivity

soil moisture diffusivity of each layer
suction - moisture curves
conductivity - moisture curves

(c) Coefficients:

for advective effects (empirical)
for diffusivity

b, a fitted parameter that is statistically related to soil texture
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To fulfil the objectives of the project as set out in section 1.2, an
empirical soil moisture prediction model such as the VB 11, SMSP or the

Hanl and Tries model would have been inappropriate for severai reasons:-

2.6a the amount of 'difficult to evaluate' input data required (table 2.5), R

P PLTe. n'l

2.6b the empirical relationships were not only site specific, but time D

> LN N

specific, i.e. they were operational on a daily basis only (table 2.5 ),
2.6c adjusting the models to incorporate other environmental processes

such as subsurface flow, frosted ground etc., would be difficult to do

o

with any certainty of model stability.

oo
Kt

-

ALY

The wetting front model (Clapp, 1982) has been designed to determine the . -1_

location of the major wetting-fronts within a soil profile. This is not the \“fl‘fi:

W ,-\.: o~

information required by this project, though the use of deterministic ;tgtgtif
SRy \-‘

relationships indicates that the model could be adjusted to provide the ;' " o
. . AN

necessary information, NRNRt Oy
| NN

u'_':-:'f:q}"f.\_

ol

As defined by Smith and Meyer (1973), the most important section of the o .
soil profile with respect to off-road trafficability, is the surface 0 - 30 N

cms deep layer. This indicates that a major influence in any proposed

- "
_‘.‘ ]
®
I -r\.‘
“
.
.I

.-__.‘_..-
scheme might be evaporation (section 3.4). The evaporation submode ®
PN NS
incorporated within Clapp's model was designed for daily calculations and SRR
- .J‘:.' NORND
was proved by Clapp to be at best 10% inaccurate. The re-design of this :-’-::-?-*::;i
DA
mode} and the replacement of the evaporation submodel could at best be o ." '
only marginally satisfactory. The benefits of developing a scheme with R
SRR
the objectives set out in section 1.2, i.e having a structure where ;5‘:3:‘.:{\
o O
REAR

subroutines may easily be incorporated or exchanged, would be difficult to

realize using Clapp's model as an initial basis. AN
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TABLE 2.5 COMPARISON OF DATA REQUIREMENTS AND QUTPUT :_‘f:‘xf'.&
o
> !
OPTIONS f% 1 %ﬁ. !
g
PRy
f:(: 'l""t"
MODELS RN
Information SMSP VB Il Hanl & Tries Clapp ‘.: NG
- '\’N‘-\M
W
precipitation X X X X
atmos. variables X X X X
soils info. XXX XX XX %
site relations XX XX XX X
general coeffs. X XX XX %
site coeffs. X XX XX X
daily output ' \ v Y
optional output no no no possible

KEY: x - similar amounts of data required
XX = additional information required
XXX = much more information required

PR 4
-.’l




> e PR
L e e e

‘«
o
':9
3
¥

‘5
y
§ i

_54_

Through this review of existing schemes it is now possible to re-assess

and re-affirm some of the objectives set out in section 1.2:-

2.6d There would be much benefit if output from any newly developed
scheme could be used by existing vehicie mobility models such as the
CAMM (section 2.2) or the Ministry of Defence’'s DRIVEE mode!

2.6e The importance of having an effective evaporation submodel has been
re-affirmed firstly through Smith and Meyer's work on determining
that the important soil 1ayer is 0-30 ¢cms for of f-road trafficability
(section 2.2), and secondly, through Clapp's evaluation of the

importance of evaporation on his model's performance (section 2.5).

2.6f The inclusion of empirical relationships and site specific
relationships leads to input data requirements that are difficult and
maybe impossible to evaluate for the non-expert. This re-affirms
the specification of objective 1.2b.

2.69 The difficulty of running the schemes for the non-expert indicates
the need for an ‘operational’ and 'user friendly’ system as proposed in

objective 1.2c.
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2.1 Background

The requirements set out in section 1.2 indicate that it will be
impossible to fulfil all the requirements in one model. It is therefore
proposed to develop two schemes:-

3.1a A one dimensional infiltration scheme linked with other
environmental processes such as evaporation and soil strength, to be
called the Bristol Soil Strength Scheme (BSSS).

3.1b A two dimensional scheme (to fulfil requirement 1.2.1e) coupled
with soil strength. An existing scheme such as the VSAS2 will be
considered for adaptation (section 6.2) and calied VSAS2 in this
project.

The BSSS is based on the basic infiltration - evaporation - soil strength
scheme devised by Anderson (1983) and is shown in figure 3.1. Although
there are existing methodoiogies for simulating these three processes,
section 3.2 will review the utility of various infiltration schemes of
which one is technically described in section 3.5 for use within the
BSSS. Inherent within the infiltration methodologies is the caiculation of
hydraulic conductivity (section 3.3) and the matric potential (section
3.4). The appropriate technical description of the chosen methods to be
used in the BSSS are give in section 3.5.

The specification for the evaporation scheme are described in section
3.7. Atechnical description of the method is given though the scheme

reguires some further development which is described in section 4.2
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INITIAL ANDERSON M 1

Evaporation

Physically based
algorithm.
Ballick et al.
(1981)

Infiltration

Physically based
algorithm.

Moisture-Strength Relationships

Empirical relations,
(e.g. colling, 1971).
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The soil strength scheme is reviewed in section 4.1 and a completely

new scheme is developed.

The VSAS2 scheme (Bernier, 1982; Whitelaw, 1988) simulates the two
dimensional flow and convergence of water within a slope. it is a more
complicated model and as such requires much more input from the user and
has significantly different computational requirements from the BSSS
(section 10). The infiltration scheme used in the VSAS2 is technically
described in section 3.6 along with the methodologies used to caiculate
hydraulic conductivity and matric potential. There is no evaporation
scheme incorporated into the VSAS2 and this restriction is further
discussed in section 8.2.
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3.2 Review of suitable One Dimensiopal Infiitration and
Redistribytion Schemes

The modeiling of infiltration and redistribution of water within a soil
profile can be divided into three components:-

(3) The actual modelling of the flow of water.

(b) The calculation of hydraulic conductivity (section 3.3). :-::;:;.-::;:;.:;:-.:;
X) () .o,‘.s

(c) The calculation of matric potential(section 3.4).

This section will discuss the flow of soil water within the soil body while
assuming that a satisfactory method has been used to determine the
hydraulic conductivity and matric potential.

Many relationships describing infiltration as a function of time or the
amount of water infiltrated into the soil have been devised. Some are
entirely empirically and others theoretically based. It is this second
category of relationships, i.e. the theoretically based equations that we
will review in the effort to fulfil requirement 3.5.2a specified in
section 3.5 for inclusion in the BSSS.

AR
The extent of the relationships reviewed is also limited to those that are ?fwd-t%: :
well established (requirement 3.5.2h). Hence, those relationships
devised by Philip (1957), Green-Ampt (131 1) and the Richard's equation
(Swartzen&ruber, 1969) will be considered. Established relationships such
as the Hortan (1940) and Hoitan (1961) equations are empirical in nature,

requiring calibration to select the correct qualitative shape.
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Philip lon

Philip (1957) proposed that infiltration is described by:

2 = s/2tV2
at

where 02q/ot = volume of water entering a unit soil surface area

per unit time

s = sorptivity = (2MKS)'2  (Youngs, 1968)
¢, = Characterizing constant = 2K./3 (Youngs, 1968)
S, = effective matric suction at the wetting front

M = pore space available for water, i.e. es - ei

K = hydraulic conductivity

Philip's equation originated from the first two terms of his series
solution for infiltration from a ponded surface into a deep homogeneous
soil. As such, the relationship is inherently restrictive as to the form of

water application, i.e, the retationship implies surface ponding from the

start of the simulation period. Philip's methods for defining c, were

shown by Youngs (1968) to be physically inconsistent at large run times
and hence limited the application to short run times,
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' Green and Ampt (191 1) utilized Darcy's equation to simulate the progress

of a'siug’ of water, defined by a wetting-front, through a soil profile,

This is the methodology used by Clapp (1982) in his wetting-front model
reviewed in section 2.5. it is described by:

5

o
.4_'-

A

A b
f = K+ KMS/F eq. 3.2.2a A
Q where f = infiltrability
] _ K, = hydraulic conductivity of the transmission zone
R
.;;; M = pore space available for water, i.e. eS -8,
o
& S, = effective matric suction at the wetting front
g g8
F = cumulative infiltration = ML, .

; A
; L, = distance from the surface to the wetting front et "
| > e
’; L T  J
o The derivation of this equation assumes a ponded surface so that the i‘;& oy ‘:‘:
“’q .,

::: infiitration is at all times equal to the infiltration capacity. Further ".f‘;ﬁ%{j":
' development of the Green-Ampt equation carried out by Bouwer (1966)

)

iy showed that the hydraulic conductivity should be 1ess than the saturated

_I:n K

,if;;‘ hydraulic conductivity because of entrapped air. The evaluation of the ‘_:«.‘f_;.\&.;

| wetting front suction is also difficult to evaluate and consequently -
. ,,_R“..- .‘J'"

0 several methodologies were formutated to aid in the evaluation of these YAl
: parameters-. The work carried out by Brakensiek (1977) using the ‘
prediction methods by Brooks and Corey (1964), is often used to calculate
the wetting front suction. The more accepted method of determining the

o

Sy @

b %




Green-Ampt parameters (Haan et al.,, 1982) is given by Brakensiek and
Onstad (1877) as the fitting of infiltrometer data.

Further work carried out by Mein and Larson (1973) developed the scheme

for conditions where the infiltration rate was not equal to the infiltration

capacity. Using equation 3.2.2a, 5, is substitutedby S, , the average
suction at the wetting front and F by F, where Fp is the cumulative
infiltration at the time of ponding (t=tp) . Equation 3.2.2a is solved for

Fp as follows:

Foo= S, M eq. 3.2.2b
R/K, -1

since f =R prior to surface ponding, F, =Rt,

where t = time of surface ponding
For a steady rainfall rate the infiltration rate is therefore expressed by:
f=R when t < tp
f= K5-+ K SuM/F,  whent>t)

If R <K surface ponding will not occur. The appiication of the Green-Ampt

equation to unsteady rainfall conditions has been examined (Reeves and
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Miller, 1975, James and Larson, 1976, Chuy, 1978) and Haan et al. (1982)
concluded the following:

(i) The Green-Ampt equation will give a good approximation of
infiltration during unsteady rainfall resuiting in an extension of the
wetting front. '

(i1) Over long periods of low intensity or no rainfail the wetted profile
will redistribute.

From these resuits it is possible to say that the utility of the Green-Ampt
equation is limited to periods of a minimum intensity rainfall. The
equations will not be reliable over longer drier periods.

3.2.3 Richard's Equation

Richard's equation is the basis of infiltration theory (Hillel, 1982) which
combines Darcy's equation with the continuity equation to solve the
general flow equation of water in soil. The use of the Richard's equation
is widespread and well established. It is the methodology used in the
prototype (Anderson, 1983) of the proposed scheme. As the other
methodologies do not indicate any major advantages over the Richard's
equation, and infact are less suited to the purpose, the Richard's equation
will be use-d to model one dimensional infiltration within the BSSS. A
technical description of the one dimensional version is given in section

3.5.3 and the limitations of the scheme are discussed in section 8.1.

The two dimensional version is used within the VSAS2 and is technically
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described in section 3.6.3. Both versions of Richard's equation require
the calculation of hydraulic conductivity and matric suction as related to
soil moisture content and therefore the following section will review the
methodologies available for these calculations.
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Review of ] Hydraulic Conductivit

I .v... ®

574
X Aty

To incorporate principles of soil physics such as the infiltration equations
of Green and Ampt (1911), Philip (1957) or Darcy (1856) etc., the

" T
Ty

conductivity function, i.e, the relationship between unsaturated hydraulic

conductivity (k) and soil moisture content (0), must be known.

Various equations have been developed for the relation of conductivity to u.;
()
suction or wetness. Some of these are given in table 3.1, where it can be .:':

seen that they are all either entirely or semi-empirical based. It can be
seen that there is a marked similarity in the first six relationships where
initial development by Childs and Coliis-George (1950) and Marshall
(1958) has been compared with measured hydraulic conductivities. The
evaluation of the exponential constant has been 'fitted by each author
from their results.

The original development of the relationships of Childs and Collis-George

{1950) was based on the following assumptions (Childs, 1969):.-

(a) that soil water flow is controlled by the smailer pore in 2 sequence,
(b_) that only pores in a direct sequence contribute to the total hydraulic
conductivity, and

(c) that the pores in the soil medium fit together randomly.

Therefore,ﬁthe hydraulic conductivity for a given soil water content is the
sum of the contributions to conductivity of each pore class between radius

zero and the radius of the largest water-filled pores.

There have been many comparisons of calculated and measured hydraulic
conductivity {e.g. Nielsen et al., 1960, Jackson et al., 1965, Green and
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TABLE 3.1 SOME METHODS OF CALCULATING HYDRAULIC CONDUCTIVITY

RELATIONSHIP

TYPE

AUTHOR

- 2b+3
K(B)=k(8/8)

= 2b+2
k(e)—ks(B/Bs)

= 1.5b+3
k(8)=k(8/8)

k(y)=k(y,/ ¥)2*20

k(y)=k(y/ y)2+3m

10g,ok =b [ yl'2 +a

m

Partially empirical &
partially theoretical

Partially empirical &
partifally theoretical

Partially empirical &
partially theoretical

Partially empirical &
partially theoretical

Partially empirical &
partially theoretical

Empirical

Ky = kg (8 /85)¢ zj_‘[(Zj'f 1'2‘)Vj’2] mainly

theoretical
m with matching
ZJ_I [c2-1y,2] factor

Jackson (1972)

Campbell (1974)

Gosh (1977)

Campbell (1974)

Jackson (1972)

Gardner (1958)

Millington and

Quirk (1959);
Jackson (1972),

Campbell (1974)
Marshali (1958)

where k. = saturated hydraulic conductivity

¥ =matric suction

a &b =empirical constant
C =pore interaction term
= 3011 water content
i & j = consecutive soil moisture intervals
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Corey, 1971; Kunze et al. 1968 ). Jackson (1972) concluded from these
H investigations that the Marshail and the Millington Quirk methods were

Ry both the easiest to use and provided reasonable results when an
appropriate matching factor was used. Jackson (1972) showed that when a

& matching factor is used that these two methods are only different in the
B NG
™ pore interaction term. RO
[ :j_. O
q" g,
" For practical application the difference between the Millington Quirk and . N \__,
K RN
;;E the Marshall methods is in the 'c’ and 'n’ terms:- :
A
“
. Millington Quirk Marshall
&
:g Term
Eﬁ’ C pore interaction term pore interaction term *
o = 4/3 (Millington Quirk, 1959) = 2 (Marshall, 1958) “.'"'jé‘""
" e
0 = 1 (Jackson, 1972 = 0 (Jackson, 1972) oxrnLtoee:
" . VAN
7 Kunze et al. 1968) BN
LA u -‘!{ i
‘ e o
" st
l.' ] ) vy
) n total number of water content number of water ﬁ"'@'ﬁ
A
EE increments from zero to the content increments *’:\'. ' .E'.;
, saturated water content from zero to the water e
o e
o content in question o
CAEAR %
" NN
;:o -.":-sj\
¥ VLS
0 SRS
¥ Both Jackson (13972) and Kunze et al. {1968) determined that a nore }:}:1»:;‘;:-
) - RN
;;‘a: interaction value of one in the Millington Quirk method, adequately i';.’-}_';}_.‘::'\.':.
: LA
_ predicted the measured conductivities and would be applica. 2 to ® ®
0 OIS
R calculating the hydraulic conductivity - soil moisture content relation for :j.:":;:';:ﬁ !
3y ARG N
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o field soils. NG N
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3.4 Review of S o Calculate Matric Potential

The infiltration relatiorships discussed in section 3.2 and consequently
the methods used to calcuiate hydraulic conductivity in section 3.3
require a methodology to calculate the moisture characteristic, i.e,, the
relationship between suction () and the soil moisture content.

Several empirical relations have been developed to calculate matric
potential or soil water potential and are shown in table 3.2. The most
commonly used relationship is the power function of Campbell (1374)

inwhich both the suction at saturation (i, ) and the exponent (b) are
empirical and have to estimated. Clapp and Hornberger (1978) used data
coliected by Holtan et al. (1968) to calculate | and ‘b’ through a linear

regression. The results were somewhat problematic in that:-

(a) results from rocky soils were excluded because they were too erratic,
(b) results from soils where the caiculation of /6, exceeded unity at 0.
bar suction were excluded, and

(c) results which gave ‘0’ values greater than 25 were also excluded, as
exponents of this magnitude were considered anomalous.

From the 1446 soils eventually used, Clapp and Hornberger compiled values
for Us and ‘b’ for the main USDA soil textural classes and 1s shown in

table 3.3,

Soil water retention at selected matric potentials have been correlated
with the physical soil properties such as particle size, organic matter and

5011 pulk density (Gupta and Larson, 1979, Rawls, Brakensiek and Saxon,
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SOME METH £ AT| 1L WATER POTENTIA
RELATIONSHIP _ TYPE AUTHOR
w(8)=y (878 )" Empirical Campbell (1974)
vy o%) Empirical Farrell and Larson
(1972)
For each given y:- Empirical Rawls, Brakensiek
and Saxon (1982)
0 =g +b; (Bsand)+c; (Bclay) Mien and Larson
+d, (% om)+e;(sbd) (1971)

where k= saturated hydraulic conductivity

Se = effective saturation
¥y = matric suction
¥ . = Matric suction at whicho8/0¢>0
3, - e = regression coefficients
a =.empirical constant
8 =soil water content
i & ] = consecutive soil moisture intervals

om = organic matter
sbd = 5011 bulk density
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REPRESENTATIVE VA FOR HYDRAULIC PARAMETER
(Clapp and Hornberger, 1978)
Soil Texture b ¥, (cm)
Class
Sand 405 121
Loamy sand 438 9.0
Sandy loam 490 21.8
Silt loam 5.30 786
Loam 5.39 47.8
Sandy clay loam 7.12 299
Silty clay loam 7.75 356
Clay loam 8.52 63.0
Sandy clay 10.40 153
Silty clay 10.40 49.0
Clay 11.40 40.5
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1982). Rawls, Brakensiek and Saxon (1982) assembled soil information

for 1323 soils with about 5,350 horizons from 26 sources of data. Their
resuits produced reasonably good correlation coefficients (0.8 - 0.95)
when compared to the Gupta and Larson equations (1979). Rawls,
Brakensiek and Saxon (1982) developed three levels of linear regressions
relating soil water retention at specific potentials to:-

(a) % sand, % clay, % silt, % organic matter and soil bulk density;

(b) % sand, % silt, % clay, % organic matter, soil bulk density and 15 bar
water retention;

(c) % sand, % silt, % clay, % organic matter, soil bulk density, 0.33 and 1S
bar water retention,

Further analyses by Brakensiek and Rawls (1983) produced a linear
regression based on :-

(d) % =and, % clay, % organic matter and soil bulk density.

This provides a range of equations the utility of which will be dependent
on the availability of soil information. The research of Brakensiek and
Rawls (1983) also developed methodologies of estimating these soil
characteristics for the USDA soil textural classes and if further discussed

in section 4.3.
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3.5 One Di lonal Soil Water M
3.9.1 Objectives

As discussed in section 3.1, an acceptable method for simulating the the
flow of water through a soil profile is a necessary attribute of the
proposed BSSS. The following sections refine the system requirements
set out in section 1.2, and in the Tight of these requirements review
schemes that might fulfil as many of those requirements as possible.

3.9.2 Detailed Requirements

Requirement 1.2.1d specifies a ‘physically based system to predict soil
moisture’. This term ‘physically based’ means ‘deterministic relationships
describe the physical processes of water movement operating within the

soil profile’. Hence, the specific requirements may be defined as follows:-

3.5.2a The infiltration and redistribution of water within a one
dimensional soil profile should be simulated by a physically based
scheme, i.e., the behaviour of the scheme is represented by a set of
mathematical equations along with logical statements expressing
refationships between variatbles and parameters.

3.5.2b The scheme should not require calibration, i.e., calibration is
wﬁere input to a function is neither directly measurable or
logically calculated and must be evaluated through the
methodology of "fitting".

3.5.2c The scheme adopted should have input data that is easily acquired
by the trained but non-expert user.
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3.5.2d The system can provide any ‘difficult’ to acquire input data from a

simple input from the user, i.e., data banks are permissible.

3.5.2e The scheme should have variable temporal resolution.

3.5.2f The scheme should have the potential for integration with other
schemes to predict environmental factors such as evaporation and
soil strength.

3.5.2¢ The design and code of the system should be fully described and
documented. The description should inciude a technical
description, the input data required and the restrictions of
application.

Potential schemes for caiculating infiitration, hydrauiic conductivity and
matric potential were reviewed in sections 3.2, 3.3 and 3.4
respectively. The scheme that will fulfil as many of the above
requirements as possible will be chosen from those reviewed, but, it
should be remembered that the scheme eventually adopted will probably be
a compromise and therefore the different requirements will take on

different priorities. Another requirement should therefore be specified:-

3.5.2h The scheme adopted should be well established and tested to
eliminate the need for an excess of time to be spent on this one

facet of the project.

This last requirement tries to bring into perspective this section has
within the main objective specified in section 1.2, i.e, the main purpose
of this project is ' fo gevelop an operational system to predict off-road
trafficability on a km< scale for aoplication to route management

problems’.
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The movement of water between cells (figure 3.2) is defined according to

Darcy's Law:-
6 =23 (k©n®) -k(® eq. 3.5.3.1a
ot oz 9z 0z

where 6 =soil water content
t =time
Z =distance
k(©) = hydraulic conductivity at soil water content ©
§ = matric potential

Equation 3.5.3.1a is solved through the following equations:-

Richard's equation for flow
q =k(®) Ah eq. 3.5.3.1b

where g = apparent water velocity
k(@) = hydraulic conductivity at soil water content O
Ah = hydraulic gradient

inyi hat.-

20 =4Aq eq. 3.5.3.1c
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where 8 = s0il water content
t =time
AQ = flow gradient

Substitute eq. 3.5.3.1c into eq 3.5.3.1b:-

30 = a(k(®ah)
ot eq. 3.5.3.1d

Set
Ah=y-2 eq. 3.5.3.1e
where i = ({8} = matric potential at soil water content
0, and may be either a suction or a pressure
z = gravitational head (or depth)

Substitute eq. 3.5.3.1e into eq. 3.5.3.1d:-

28 = a(k(®aW-2))
ot eq. 3.5.3.1f

Expand €q.”3.5.3.1f in Z direction -

® =2 ke (ay-2z2)]
ot oz 2 92




=> 0 -2 lweuu®] -x®
ot oz oz oz eq 3.5.3.1g

(One dtmensional flow)

Calculate the hydraulic conductivity according to the relationship
established by Millington and Quirk (1939) and developed by Jackson
(1972) and Campbell (1974) :-

m

K =ky 678 2 [2)+1-204;2]

eg. 3.5.3.2a

2 [25-1y;2]

at equal moisture intervals (Millington and Quirk).

where k = hydraulic conductivity

Os = saturated soil moisture content
C = apore interaction constant = |
m = number of equal sized moisture intervals
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Calculate soil bulk density for each different soil type according to Rawls, ::'-*. -:gf
. ', OO ,'a.?
Brakensiek and Saxon, (1982):- ::Sﬁ:::ﬁ;:{;

' ';:i"" -‘n:::
s0il bulk density = (100/(om%/0.224)+((100-om%)/mbd)))
eq. 3.5.3.3a

where om% = percentage organic matter content
mbd = mineral bulk density

W

Calculate the 10 point 6-§ curve according to Rawls, Brakensiek and R'S\’." .:',:s:‘:::’
) 2% I'. vk

Saxon, (1982):- ®e o
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O0=a +b, (Bsand) +c; (Zclay)+d, (Zom)+e (sbd)
eq. 3.5.3.3b
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Y = matric suction
om = organic matter
sbd = soil bulk density




Matric

Potential

{metres)

204
3.36
6.11
10.19
- 20.38
- 40.76
- 7133
-101.90
-152.85

WAL Y WU UL B X O K N

coefficients a-e are abstracted from the following table for

values of :

a

0.4180
0.3486
0.2819
0.2352
0.1837
0.1426
0.1155
0.1005
0.0854

-0.0021
-0.0018
-0.0014
-0.0012
-0.0009
-0.0007
-0.0005
-0.0004
-0.0004

0.0035
0.0039
0.0042
0.0043
0.0044
0.0045
0.0045
0.0044
0.0122

0.0232
0.0228
0.0216
0.0202
0.0181
0.0160
0.0143
0.0133
0.0122

-0.0859
-0.0738
-0.0612
-0.0517
-0.0407
-0.0315
-0.0253
-0.0218
-0.0182
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The general requirements set out in section 1.2.1 highlight the necessity

of developing a facility capable of handling a steep area that may be highly

vegetated The solution to this requirement has been to adapt an existing

scheme (VSAS2) for application to soil strength calculations (section

6.2). The following section sets out the requirements which the VSAS2

incorporates within it which are of use for adaptation. The soil physics

methodologies used in the VSAS2 are then technically described (section

3.6.3).

The requirements which apply to development of the one dimensional

infiltration scheme, i.e. physically based, aiso apply to the deveiopment of

the two dimensional scheme. Requirement 1.2.1e has been re-defined as

follows:-

J.6.2a The infiltration and redistribution of water within a sloping

segment should be simulated by a physically based two

dimensional scheme.

3.6.2b The scheme should not require calibration.

3.6.2¢ The scheme should have variable temporal resolution.

3.6.2d The scheme should have the potential for integration with other

schemes to predict soil strength.
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19 nd Richard' rtzendruber, 196
RICHARD' ATION OF FLOW
q =k(®) Ah eq. 3.6.3.1a
where q = apparent water velocity
k(@) = hydraulic conductivity at soil water content ©
Ah = hydraulic gradient
(QNIm"”IxsleIESIHeIw

20 =4Aq
ot

eq. 3.6.3.1b

where 8 = s0il water content
t =time

Aq = flow gradient

Substitute eq. 3.6.3.1b into eq 3.6.3.1a:-

20 = a(k(®ah)
ot eq. 3.6.3.1c
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Set

Ah=y+ 2z eq. 3.6.3.1d

where | = () = matric potential at soil water content
©, and may be either a suction or a pressure

Z = gravitational head

Substitute eq. 3.6.3.1d into eq. 3.6.3.1cC:-

0 = a {(k®ay+2))
at eq. 3.6.3.1e

Expand eq. 3.6.3.1e in x and z directions

alwo, (u+a)] + 2lxe), (y+a2)]
ot ox X  ox 92 92 dz

I

eq. 3.6.3.1f

From Bernier (1982), x represents slope, te x cos 3

where 3 = slope angle

X~ =xCosf3 eq. 3.6.3.1g
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Substitute eq. 3.6.3.1g into eq. 3.6.3.11

® =cos2B o[k (y+a)] +  alw®, (y+ 1]

at X" ox"  ax" 2z 42
eq. 3.6.3.1h

(Two dimensional fiow)

Expand eq. 3.6.3.1e in Z direction:-

® =2 ke (ay+a2)]
ot YA 92 02Z

=) 8 =2 [ keeue +k® ]
ot oz oz

=> © =23 koo ] +xe
ot 9z 0z LY eq 3.6.3.1i

(One dimensional flow)
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i} d ing Hydrayli v
k(@) =K, (8 )% eq. 3.6.3.2a
esat

where k(8) =hydraulic conductivity at soil water content O

e = g0il water content

%

3;§§E

953L = saturated soil water content

5
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k., =saturatedhydraulic conductivity
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where k  =average hydraulic conductivity

k(©), = hydraulic conductivity of element |
k(@), = hydraulic conductivity of element 2

0] = thickness of element |

1

02 = thickness of element 2




LR O SN TR RGN

350

S0 Sttt be e

Wb hut fav Gy dst gav

ue) = Qe ()

®

sat

o
©

sat
Ve
b

W ] W YR WL

-85_

eq. 3.6.3.3a

= 501] water content

= air entry potential

T O I

3.6.3.3 Campbell's Method of Calculating Matric Potential

where U(8) =matric potential at soil water content ©

= saturated soil water content

= empirical coefficient (table 3.3 gives

some values for the different soil

textural classes)
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The importance of the surface layer (0-15cms) in trafficability
calculations was determined by Smith and Meyer (1973) and the discussion
in section 2 highlighted the importance of evaporation on this layer. The
temporal resolution of the proposed BSSS indicates the need for an

evaporation methodology which also operates on a variable temporal scale.

Evaporation from a bare soil surface occurs when affected by radiation and
wind. Evaporation from plants (transpiration) is affected by the
evaporative demand of the surrounding climate. By limiting the use of the
BSSS to temperate regions, the dominant process is considered to be
evaporation. Hence, at this first attempt, a satisfactory method of
estimating the variable nature of evaporation is considered as a prime
objective. Some effect of vegetation is included in the choice of albedo
(section 4.2).

For evaporation to take place from a surface three physical conditions
must be met. These are represented by the ‘evaporation triangie’ shown in
figure 3.3 . There must be an adequate supply of heat to satisfy the
latent heat requirement of water. The source of this heat can be from the
atmosphere in the form of radiated or advected energy, or from the body
itself. Thé most probable and dominant source of energy in the temperate

latitudes will be that from the atmosphere.

For evaporation to take place there must also be a vapor pressure gracient

between the soil body and the atmosphere, i.e., the vapor pressure in the
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For evaporation to take place there must be heat,
4 vapor pressure gradient and water. |f one of
these conditions is not met there will be no
evaporation.
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atmosphere over the body must be lower than the vapor pressure at the
surface of the body.

The final requirement for evaporation to take place, as shown in figure
3.3, is that of an adequate supply of water for evaporation. The
calculation of the amount of water in the profile at any given point in time
has been covered in section 3.5 and therefore it is the first two
requirements of the evaporation triangle that will be examined to provide

a methodology for estimating evaporation.

The supply of energy and the removal of vapor are mainly characteristics
of the surrounding atmosphere. The rate at which evaporation can take
place will be influenced by meteorological factors such as radiation, air
temperature, humidity and wind velocity. These environmentai conditions
may remain constant or fluctuate over the required time period, i.e.

diurnal, or also over a longer time period, i.e. seasonally or annually.

Any scheme adopted to estimate evaporation must be able to work at any
time of the year and because of the temporal resolution required, i.e.
output at intervals of 0.25 - several hours, the diurnal variation should be
incorporated. This indicates that a non-isothermal model of evaporation

estimation is the type of model that would best suit the model needs.

The section above discussed the general objectives used to determine the
type of evaporation model that would best suit the BSSS. A further
refinement of those objective and the requirements set out in section

1.2 is now necessary to define a proposed scheme.-
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(a) The system should be as physically based as possibie.

(b) The scheme should require only meteorological information that is
readily available from a standard meteorological recording station, i.e.
humidity, air and ground temperatures, windspeed, cloud information
and atmospheric pressure.

(c) The scheme must be able to operate at any time of the year, i.e.
information about the solar zenith angle etc. can be provided.

(d) The scheme must dispiay the diurnal fluctuation in the evaporative
ability of the environment.

(e) The scheme should allow for some influence of topography on the

evaporation estimation, i.e.,, the orientation and angle of slope.

These requirements are quite specific in the'type of scheme required to
estimate evaporation and consequently eliminate almost ail of the most

commonly used empirical or isothermal evaporation routines.

3.2.3 Review of Suitable Schemes

The requirements specified above specify a system that is highly complex
and dynamic in nature. An energy balance approach has been taken by van
Bavel and Hillel (1975, 1977); Khale (1977) and Balick et al. (1981).

The scheme developed by van Bavel and Hillel (1877) uses radiation air
temperature, albedo, humidity and wind speed to predict sensible heat,
latent heat and the pattern of soil moisture and soil temperature in the
profile. The energy balance part of the scheme calculates incoming and

outgoing iong-wave radiation and then solves for evaporation.
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The Balick et al. scheme uses the energy balance equation developed by
Khale (1977) which requires radiation, air and ground temperatures,
humidity, albedo, cloud information, humidity, atmospheric pressure and
solar zenith angle as inputs. Balick et al. also require site information to
assess the influence of slope orientation and steepness on evaporation

estimation.

The Balick et al. scheme was part of the original Anderson (1983) model
and with correction of the albedo handling (section 4.2) this is the model
which fulfills the requirements set out above. The full technical
description of the scheme is given in section 3.7.4.
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escripti t -isothe ‘ ' tine

Calculate evaporation at any time of day and year according to wWeisner’s
(1970) method :-

evaporation = ~l-G-

Lx eq. 3.7.4a

where S = incoming radtation to a surface of albedo ag

| = thermal infra-red radiation
G = heat flux from the ground
Lx = latent heat exchange
H = sensible heat

Calculate S according to:-

S = (1-a) [1-AW",2)](0.349)5 cos 2 eq. 3.7.4b

+ (1-a) [(1-a,)/(1-2,2)10.651)3 cos 2

where 5 = incoming radiation at the ground with no cloud cover

3= surface albedo
a, = average ground albedo

a, = atmospheric albedo for Raleigh scattering , equal to

0.085 - 0.247 10g,, [(p,/p,)cos z]
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pg = surface pressure

P, * 1000 mb

z = zenith angle of the sun as a function of the time of day
and year
A(u",2) = Mugge - Moller absorption function, equal to
0.271(u"sec 2)0803

y" = effective water vapour content of the atmosphere

S, = solar radiation incident on top of the atmosphere
(0.349)S, = amount of solar radiation of wavelength> 0.9 um
(0.651)S, =amount of solar radiation of wavelength <0.9 ym

Calculate u” according to Smith's (1966) method :~

u" =exp 007074 T+ 7] eq. 3.7.4c

where T i dew temperature

T =-0.02290 April - June
T = 0.02023 all other months

Calculate cloud cover adjustment factor according to Haurwitz's method
(1948}~

CA = (a/94 4) exp[-m(b-0.059)] eq. 3.7.44d
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where CA = cloud adjustment factor

adb = empirical coefficients dependent upon cloud type
(Balick et al., 1981)

m = secant of the solar zenith angte

Calculate the energy reaching the surface according to Pochop et al,,
(1968).-

=S -fg - 2
S, =5, [s,-(s,cAlcc eq. 3.7.4e

where S, =energy reaching the surface

S, =energy reaching surface with no cloud

CA = cloud adjustment factor

CC = visual cloud cover in tenths

Calculate the effective incident net insolation according to:~
S=S5.SF eq. 3.7.41

where S = effective incident net insolation
Sc = net insolation

SF = slope factor
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Calculate the slope factor, SF, according to :-

SF = c0s(z).cos(S1) + sin(z).5in(S1).cos(SAZ-SIAZ)
eq. 3.7.49

where SF = slope factor
z = solar zenith angle
S1 = slope of the surface
SAZ = solar azimuth angle
SIAZ = azimuth of the slope

Calculate the thermal infra-red energy inputs according to Sellers,
(1965):-

lyo = £0T,% [c+b(e,05)]

eq. 3.7.4h

where |,, = thermal infra-red energy input

£ =emissivity (assumed to be 1)
0 = Stephan - Boltzman constant

T, =sheiter air temperature (kelvin)

e, = water vapor pressure (mb)

b =empirical constant = 0.05

¢ =empirical constant = 0.61
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Calculate the water vapor pressure, e, ,according to Murray, (1967):-

Ao

0..‘

e, =RH. (6. IOB).exp(A.Ta)/(Ta+273. 15-8)

| eq. 3.7.4i
4 where e, = water vapor pressure

RH = relative humidity (decimal)
T, = sheiter air temperature (kelvin)

T
I

A = empirical constant = 17.269

R B = empirical constant = 35.86

k)

5

..,:

. Calculate the infra-red radiation at surface as affected by cloud presence,

according to Sellers, (1965) :-

Iy =y (1+CIR. CC2) eq. 3.7.4j

B

where |, = cloud adjusted infra-red radtation at surface

'Q" W

; e

E:‘ | ;o = Infra-red radiation at surface with no cloud cover Ny

W T wh:ﬁi":
) CIR =coefficient dependent upon cloud type (Sellers, 1965

; or Oke, 1978)

" ] CC = cloud cover in tenths

!i

Calculate the ground radiative emittance, I, according to :-

- 4
I = £,8T) eq. 3.7.4k
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where 1", = ground radiative emittance from the surface

Eg = emissivity of the ground
0 = Stephan - Boltzman constant

Tg = ground temperature

Calculate the total infra-red input, |, to the surface according to:-

| = l‘,t - I.t eq. 3.7.41
where | = total thermal infra-red input to the surface

| s = Cloud adjusted infra-red radiation at the surface

l., = energy radiated from the surface

Calculate the conductive and convective sensible heat transfer, H,

according to Lamb, (1974); Oke, (1978) :-

H= -pCpk'zzQ 28 dv SCF
0z 32 eq. 3.7.4m

where H = seisible heat transfer
» = air density
C = specific heat of dry air at constant pressure
& =von Karman's constant = 0.40

Z =observation height
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99 / 3z =partial derivative of potential temperature w.r.t. height

dv / oz =partial derivative of windspeed w.r.t. height

SCF is defined bv:-
eq. 3.7.4n

SCF = 1.175(1-1SR)0-7 whenR, < 0

SCF = (1 -SRi) when 0 < Ri $0.2

SCF =0 when R, > 0.2

Calculate potential temperature, ©, according to:-

P eq. 3.7.40

where © = potential temperature
Ta = air temperature

P = air pressure

Calculate the Richardson number, R, according to:-

Ro=(ga®) /()
ez a2

eq. 3.7.4p

where R = Richardson’'s number

g = gravity




® =average potential temperature between the surface and

height, z
v = average wind velocity between the surface and height,

Z

Calculate the latent heat exchange, Lx, according to:-

Lx = -p L4222 (w 3q) (3v) SCF eq. 3.7.4q
9z 2z

where Lx = latent heat exchange
p = air density
L = latent heat of evaporation
q =specific humidity
v =wind velocity
z =height (i.e. shelter height)
« =von Karman's constant = 0.40
w = saturation factor
SCF =defined ineq. 3.7.4n

NB.
Assume that heat flux from the ground, G, in temperate latitudes = 0
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Calculate the following substitutions:-

SUBST. eq. 3.7.4c into eq. 3.7.4b to solve eq. 3.7.4b =5

a
SUBST. €q. 3.7.44 & eq. 3.7.4b Into eq. 3.7.4e =S,
SUBST. eq. 3.7.41; & eq.3.7.4g into eq 3.7.4f =3
SUBST. eq. 3.7.4h into eq. 3.7.4j =ln
SUBST. eq. 3.7.4) & eq. 3.7.4k into eq. 3.7.41 =
SUBST. eq. 3.7.40 into eq. 3.7.4p =R,
SUBST. eq. 3.7.4p into eq. 3.7.4n = SCF
SUBST. eq. 3.7.40 & eq. 3.7.4n into eq. 3.7.4m =H
2UBST. eq. 3.7.40 into eq. 3.7.4q =Lx

Substitute equations 3.7.4f
3.7.4]
3.7.4m
i 3.7.4q into eq. 3.7.4a
to solve for evaporation. |
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Off-road trafficability is a description of the ground surface state applied Mﬁ;g; s
o o
to movement over it. As discussed in section 2, application may range *r.“v,;;:;;.ﬁ.";;i
e
from agricultural, e.g. work days, animal grazing, etc., through civil, e.g. "%é‘."w‘é‘.':ﬁ;‘.ﬁi{‘.t
p'.. ¥ .q’l <
LN

logging operations, to military, e.g. best route scenario, speed prediction, ._ne.,.q.::fﬁi?{é}

etc. For any of these applications, a standard quantitative method of LT S

. -
'''''''''

expressing trafficability must be adopted. S

The two major methods used to express soil strength are the ‘Rating Cone
Index’, (RCI) and the 'Californian Bearing Ratio’, (CBR). For the purpose of R
this project soil strength will be calculated in terms of RCI as existing .'s:.‘{a;
off-road trafficability models, e.g. SMSP, predict values of RCI. Figure *&.; - ,
4.1 demonstrates the definition of RCI as a function of the shear soil '

strength. The RCI is the cone index (C1) that will result under traffic and 3
is calculated according to :- 2

RCI = CI x Remoulded Index SRy
NI
e.g. Cl = 85, Remouided Index = 0.7 RN AR

= RClI=85x0.7=595 (Department of the Army, 1959)

. . B AN
This project uses a remoulded index of 0.7 to calculate RCI from Cl and the A

implications of this assumption are further examined in section 8.
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The shear soil strength is statically dependent of the mechanical

characteristics of the soil, but is dynamically dependent on the soil
moisture content. For application to trafficabiiity the critical layers of
the soil profile are 0-6 and 6-12 inches {Smith and Meyer, 1373).

As comparisons between the SMSP, VSAS2 and the BSSS will be required
to assess the new schemes (section 10.3) it is necessary that they
predict the same type of outputs. It is also hoped to apply some results to
the Ministry of Defence’'s DRIVEB (section 10.3) model which reguires an
input of RCI.

iled Requiremen

Having decided that the quantity we would like to predict is RCI, it is now

possible to refine the general requirements stated in seciion 1.2:-

4.1.23a Soil strength is to be calculated in terms of RCI.

4.1.2b The scheme adopted or developed should preferably be physically
based.

4.1.2c¢ The scheme should be parsimonious with respect to data
requirements.

4.1.2d The_scheme should include the effect of soil moisture content on

soil strength.
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1,13 Review of Potential Soll Strength S

In areview of soil trafficability prediction undertaken by the U.S. Corps of
Engineers (1967) the soil moisture - soil strength empirical relationships
of Collins (1967) and Moitham (1967) were highlighted. This work was the
basis of an empirical prediction of RCl by Collins (1971). This was tne
methodology used by both the SMSP scheme and Anderson (1983), and is
therefore reviewed below along with the only physically based RCl
calculation available.

4.1.3a Eropirical RC) Calcylation

Collins (1971) developed the following relationship to calculate RCl:-

INRCI = 4605 + 2,123+ 0.008(C) - 0693 InM
0.149 + 0.002(C) eq. 4.1.3a

where M = moisture content (% dry weight)

C = percentage clay

As was discussed above, this relationship was the best there was for
many years, and as such was used in the SMSP scheme and Anderson’s
prototype scheme. It is entirely empirical, and as such does not fulfii the
requirements stated in section 4.1.2. It is therefore proposed to

investigate any available physically based schemes.
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A model developed by Rohani and Baladi (1981) correlates cone index (Cl)

I
2%

with the fundamental engineering properties of a soil. The scheme is e
-"\-
based on modelling the penetration of a standard WES cone penetrometer p
o vh
(figure 4.2) into soil:- !
¢ Py
7
¢ -".‘\‘ ALY
P P
: Ci = -Ccote+ 2tana(l+sing6™ [3tane+tane)] 0 SR
({(D/2)}? tan® o 3-sine °
w \J
eq. 4.1.3.1 ﬂ,@-g
A
: by - f
” where

Q0 = [Cry@sltan g - [C+ v (Z+D)tan o + (2-m) yLtan o] (C+ y Ztan o™
(2-m) (3-m) :
: eq. 4.1.3.2 5
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Rohani and Baiadi integrated the stresses of the cone penetrating the soil
over the cone surface to produce this expression for Cl. This derivation
was carried out under fully drained conditions and therefore the

relationship was unable to include the effect of soil water.
There were three ways inwhich variable pore pressures (both positive and

negative) could be included in the Rohani and Baladi scheme and were
discussed with Baladi (1987):-

imple Alteration of 'Z' Term

in the original Rohani and Baladi relationship (eq. 4.1.3.2), Z is the ‘depth’

term with no implied treatment of pore pressure. Therefore, at the point
of interest, y is assumed to be zero, 1.e. at the water table. If hydrostatic
conditions are assumed, as in figure 4.3, C! can be calculated at a point
above or below a water table. The Z term in equation 4.1.3.2 is replaced

with (Z + y ) and the new situation is shown in figure 4.4.

The original Rohani and Baladi situation is shown in figure 4.4a and the
proposed situation in figure 4.4b. The proposed situation shows a point

of interest, @, where the soil suction, y, is known. Hydrostatic conditions
(figure 4.3) are assumed and therefore the water table is y inches below
point @ Therefore to calculate Cl at a point @, Z 1n equation 4.1.3.2 is

replaced by (Z + y ).

This treatment is easy to include and was incorporated as a first attempt
to include y in the caiculation of CI The major problem with this

treatment, is that it is no longer a derivable physical relationship and
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FIGURE 4.3 DIAGRAM OF PIEZOMETRIC HEA , ,AND PRESSURE
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The Effective Stress Equation

The fundamental equations used for deriving the Rohani and Baiadi
relationship were as follows:-

By definition, Cl is given as

Cl = 4F,/nD? eq. 4.1.3.4
where the resistive force, F,, is given by

L

F, = Jo (0tan o+ 7)21r30 eq. 4.1.3.5
where the shear stress, 7 ,is given by

7 =C+ ftana eq. 4.1.3.6

and

r = radius of a finite frustum of the cone =n tan o
0 = normal stress
an = width of a finite frustum of the cone (figure 4.2)

Columb’'s relationship (equation 4.1.3.6) could be replaced by the
effective stress relationship:-

s = C+(6-¢yitana eq. 4.1.3.7

This treatment has the probiem of refating s" and Cl but indicates a
possibility for further research.
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Fredlund's (1978) approach is a theoretically sound estimation of soil

shear strength under pore pressure conditions, which may be either

positive or negative (figures 4.4 and 4.5).

Fredlund's equation is given by:-
7in) = C+[6(n) -y,ltane + (y,-y,) tane® eq. 4.1.3.8

where

Yy, = pore air pressure
¥y, = pore water pressure

e® = friction angle; for given (0 -y,) gradient between (y -y, )

and strength (figure 4.5)

It would therefore be most appropriate to replace the Columb equation
(equation 4.1.3.6) with the Fredlund equation and solve for CI. A full
technical description of this method is given in section 4.1.4 as the
method to be used in the BSSS for calculating CI.

4,1.4 Technical Description of Rederived Rohani and Baiad Relationship

i redlund’ ion for Soil Shear Strenath

The key equations from Rohant and Baladi (1981) are.

Cl = 4F_/ nD? eq. 4.1.4.1

~
7
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and

L
F, = Jo [6imtan & + 7T)) 211r(n)an eq. 4.1.4.2

where the expression for the internal pressure for an expanding spherical
cavity in an unbounded elastic-plastic medium is given by Vesic (1972):-

6 =3(q+ Ccoto)(l+sing ( G M - Ccot @
(3-sing) (C+qgtang) eq. 4.1.43

which can be used to define ¢(n) in equation 4.1.4.2 as--

&(n) =3(a(n) + Ccot @) (1 + sing) ( G ™ - Ccot @
(3-sing) (C+qg(nitan g)

eq. 4.1.4.4

and
rin) = ntano eq. 4.1.45
an) = (Z+L-nk eq. 4.1.46

Fredlund's Equation :-

7in) = C+(6(n) -y tane + (y, -y, )tane® eq. 4.1.4.7

m = 4sing / 3(1 + sing) eq. 4.1.48

For the calculation the following are constant:-
“; CJ 0: G; Z-: LI Y
Soive O(n)tane + 7(n) through equations 4.1.4.4and 4.1.4.7:-

6(n)tane + 71n) = C-y,tano+ (y, -y, )tan &® + 6(n)tan & + tan o)
eq. 4.1.49
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Substitute equation 4.1.4.9 into equation 4.1.4.1:-

L
F, =27 Io ntan e [C - ¥,lano+ (y, -y )an g® + 6(n)(tan e + tan 9)] an
eq. 4.1.4.10

=)
L
=2ntana (C -y, tan g + (y, — ¥y, )tan 6" Io non

L
+2mtane (tan e + tan @) Io né(n)on

=>

=m(C-y,tane+ (y, -y, )Man )L 2tan o

L
+ 2mtan e (tan o + tan g) Io nd(n)on

= m(C- ytano+ (y, -y tan ) %tan

-nClLtane (tane cot g + 1)

L
+ 2ntan e (tan e + tan @) Jo nd’ (n)an eq. 4.1.4.11

where 8’ (n) =6(n) + Ccot o eq. 4.1.4.12
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Expand equation 4.1.4.4 by substituting equation 4.1.4.12:-

=>

6'(n) = 3(q(n) + Ccot @) (1_+ sing) ( G ym

(3 -sing) (C+qlnitan g)

Re-arrange equation 4.1.4.8
=>

sing = Im/ (4-3m)

Re-arrange equation 4.1.4.13
=>

6'(n) = 31 +sip@) G™

(3 -sing)
=>
3(1 +sing) GM
(3 -sing)
=)

m
3(1 +sing) G
(3 -sing) (tang)™

Substitute equation 4.1.4.6

S[y(Z+L)+Ccota-yn]'™

eq. 41.413

eq. 4.1.4.14

an) + Ccot g .
(gmtang + O™

aln) + Ccot @
[tan e(g(n)tan & + Ccot a)]™

[q(n) + Ccot g J'™™

eq. 4.1.4.15
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where

S = 3 +sing) (_G )
(3-sing) (tang)™

hence

L L
Io nd'(nan = ZIO nly(z+L) + Ccot o -yn)'™ an

L
Sy “"‘Ion[Z+L+(C/ y Jcot 8 - n]"Man

=) \
2y "mIo- [Z+L+(C/ y)cot 8 - n - (Z+L+(C/ y )cot @)
% [Z+L+(C/ y)cot 8 - n] "™an
=) L
2y "™ (Z+L+(C/ ¥ )cot e)Io [Z+L+(C/ y )cot 8 - n] "™an
L
-3y "“‘Io [z+L+(C/ y)cot & - n] Z™an
=) L
Sy ™ (Z+L+(C/ y )cot 8) [[Lzu(%u_gmu_m ’“']‘]
- ..m o

L
-3y 1-m [‘Z*! ’(C/] )cot @ - n) 3-m]
N [ —(3-m) ]0
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> - A !:':.'l.l.a l'.!..“

- Sy "M(Z+L+(C/ y )cot @) (Z+(C/ y)cot g)¢ ™ o o
2-m O
+ 1-M 741 4 +] + 2 ) "::‘:.':'::.:"
Sy "M (Z+L+(C/ y )cot e)%ﬂumﬂz " Y :ﬁg;:;::;;::g;
N
+ Ty "M (Z4(C/ yc0t g)2 ™ '.::..:‘: o

3-m

- 2 ¥ 1-tn £Z+| +gc C :' IQQI m3-m .0 '."l‘.'.o.r';"'
3-m ! 0‘:"":"'"0"'.'
l"‘"":'":::

- 3y 0 (Z+L+(C/ y dcot @) (Z+(C/y)cot g)2™

+ Sy "M (Z+L+(C/ y dcot 8) ™ (1/(2-m) - 1/(3-m))

+ 2y (Z+(C/ ¥ )cot g5
3-m

therefore =>

L
J’o nd' (non = 2y 1M (Z+(C/ y )cot 9)>™
3-m

*

Im  (Z+L+(C/ y )cot @)5™

-mX 3-m)

b

(

N

- %J_‘ﬂ (Z+L+(C/ y )cot @) (Z+(C/ y )cot @)™
-m
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Am (Z+L+(C/ y cot @5 ™
(2-m)( 3-m)

1m  (7+(C/ y)cot )°™

-m)( 3-m)

3

- Syl L(ZHC/ y )cot 8)2™
2-

BI

eq. 4.1.4.16

Now note that since m = _4sing
3(1+sin 9)

and hence sing = J3m
4-3m

=)
3(+sing) = _4sing = 4xJdm x L «x ]
3-sing m(3-sin ) 4-3m m  (3-3m)/(4-3m)
= |2 X 4-3m = |
4-3m 12-9m-3m 1-m
therefore

1-m - eq. 4.1.4.17
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Substitute equations 4.1.4.16 and 4.1.4.17 into equation 4.1.4.11

- . 1
F, = 2ntanas(tanag + tan @) (Geot o)™y '™

(-m}2-m}3-m)

x {(Z+LH(C/ y )c0t 833™ - (Z+(C/ y Jeot 8)3™ - (3-mIL(Z+(C/ y )cot @)2™ )

- m(Ctane cot 8 - y,tan o + (y, - ¥, )tan e®)L%tan
eq. 4.1.4.18

Substitute equation 4.1.4.18 into equation 4.1.4.1 and therefore the
rederived Rohant and Baladi relationship using the Fredlund equation may
be expressed as:.-

Cl = 42ntane (tane.+ tane) (Geot @) g'™
1D2(1-m)(2-m)3-m)

« {(Z+L+(C/ y deot @)™ - (Z+(C/ y )eot 8)3™ - (3-m)L(Z+(C/ y )cot 8)2™ ]

- 41 (Ctanacot o -y, tang + (y, -y, )tan )L 2tan o
nD?

8tan e (tan e+ tan @) (Geot @)y '™
D2(1-m)(2-m)3-m)

n {(ZeLe(C/ y dcot )3™ - (Z+(C/ y dcot @93 - (G-mIL(Z+(C/ y dcot )2 )

-4 (Ctanacot o - y,tan o + (y, -y Jtan e®L%tan &
D2
eq. 4.1.4.19
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4.2.1 introduction

The reflection properties of natural surfaces are of interest in
meteorologically related problems because of their influence on the

radiation budget of the atmosphere. Measurements of reflection on the

)
field scale have usually been made by pyranometers, producing a range of ) '::;.:;.:g:-‘;:
albedo (i.e. the ratio of outgoing to incoming radiation of a surface) for a .'::33‘ .'::":.'n ::
)
‘typical’ vegetated surface. Models to predict the albedo of a surface from ""'.5‘
° ®

its physical characteristics, such as the Seiler's two stream

approximation model (1972), have proved both compliex and difficult to
validate.

This section investigates why an estimation of aibedo is important in the
BSSS, the accuracy to which albedo can be estimated from existing data
for various surfaces, and, the effect of the maximum possible error

induced by the albedo input parameter.,

4,2.2 Background e
a Lg

o !:\f\ﬁ. -:: -

L] ‘-.‘-‘.-\“-\H

The reflection of energy from vegetated surfaces is strongly anisotropic I
P Xy g

in behaviour. Providing the vegetated surface is snow and ice free, the ‘.;-.'}.52;2
- LA

AN

variation of reflection is dependent on six primary variables (Oke, 1979, RN
. ' )

Kriebel, 1977). locality, time, vegetation characteristics, leaf wetness,

wavelength, amount and angular distribution of the incident radiation.
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The calculation of evaporation by a non-isothermal method (Khaie, 1977)
has been described in section 3.4, where the key relationship was
described by:-

S = (1-a) [1-AW",2))(0.349)5 cos 2 eq. 20211g.2

¢ (o) [(1-00 )/ (100, @ ))(0.651)5 cos 2

where S = incoming radiation at the ground with no cloud cover

o, = surface albedo
@, = average ground albedo

o, = atmospheric albedo for Raleigh scattering, equal to

0.085 - 0.247 log,, [(p,/p,)cos z]
p, = surface pressure

P, = 1000 mb

Z = zenith angle of the sun as a function of the time of day
and year

A(u”,2) = Mugge - Moller absorption function, equal to
0.271(u"sec 2)0803

u" = effective water vapour content of the atmosphere

So solar radiation incident on top of the atmosphere

(0.349)3,

amount of solar radiation of wavelength > 0.9 um

(0.651)S, = amount of solar radiation of wavelength < 0.9 um
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From equation 20211g.2, three albedo terms are required - &, g and e,
The determination of & is well estabiished (Khale, 1977) but the values of

Gg and Qg are more problematic and are discussed below. . =X

W

Y

The influence of a variation in &, 0N total evaporation is shown in figure

4.6. This degree of sensitivity implies that when evaporation is the

4 predominant process affecting the top soil layers, the value of albedo may
be important in RCI calculations. A sensitivity analysis (figure 4.7) of
RCI to albedo indicates that providing the total range of albedo for each
type of surface is +/- 12%, the variation in RCl will not exceed 10%. This
3 will enable the empirical tables of albedo for different vegetations (table
4.1) to be used with some confidence. The possible variations of albedo in
excess of the tabulated ranges is discussed in section 4.2.3.

FC O PR
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-
s
25

5 jor ' r Albed riation

4.2.3.1Locality and Time

4 Site location may be described in terms of relative solar altitude. Figure
'8 4.8 shows results for grass, kale, oak(bare and leaved), spruce and pine

N taken over various solar altitudes. The variation of solar altitude

N throughout the day and throughout the year may have a serious influence on
. albedo and hence on RCI calculations. The following table indicates the

magnitude of variation expected
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EIGURE 4.6:EFFECT OF EVAPORATION ON CONE INDEX CAl CULATION
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(From Sellers,1965; list, 1966; Paterson, 1969; and
Monteith, 1973)

SURFACE REMARKS ALBEDO EMISSIVITY
o £
Soils Dark, wet 0.05-0.40 0.90-0.98
Light, dry
Desert 0.20-0.45 0.84-0.91
Grass Long (1.0m) 0.16- 0.90-
Short (0.02m) 0.26 0.95
Agricultural Crops 0.18-0.25 0.90-0.99
Tundra
Orchards 0.15-0.20
Forests
Deciduous Bare 0.15- 0.97-
Leaved 0.20 0.98
Coniferous 0.05-0.15 0.97-0.99
Water Small zenith angle 0.03-0.10 0.92-0.97
Large zenith angie 0.10-1.00 0.92-0.97
Snow 0ld 0.40- 0.82-
Fresh 0.95 0.99
Ice Sea 0.30-0.45 0.92-097
Glacier 0.20-0.40
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Relation between the albedo of vegetation and solar
, altitude on sunny days. Grass & kale (Monteith and
u Szeicz,1961); oak forest (Rauner, 1976); spruce forest
(Jarvis et al.,, 1976); scots pine forest (Stewart,1971)
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SURFACE RANGE % CHANGE IN PREDICTED %
ALBEDO CHANGE IN RCi
Short grass 30-24 6% 2.4%
Kale 27-.19 8% 3.2%
Oak (foliage) 30-.16 14% 5.6%
Oak (bare) 25-.13 12% 48%
Spruce 18-.12 6% 2.4%
Pine .20-.08 12% 4.8%

Figure 4.9 indicates that seasonal variations of solar altitude on albedo
maybe small but that the daily variation may be important. The extent of

the variation throughout the day is summarized in the following table:

SURFACE RANGE % CHANGE IN PREDICTED %
ALBEDO CHANGE IN RCI
Clearing 195-.135 6% 2.4%
Forest 166-.11 5.5% 2.2%

It is noticeable from figure 4.9 that natural surfaces reflect strongly at
low angles of incidence, i.e. the highest albedos occur at times of low
energy input and it may therefore be said that the effect of this diurnal
variation is small.

The results above indicate that the influence of locality and time on
albedo and therefore on RCI calculations is relatively small. |t will be the
" effect of combining all the separate smali variations into a ‘total possible

variation’ that shall be of interest and will be discussed below.

RN ‘.,l:'.r"o‘l'y

h I
o :12::-,..-:;:,
"' ﬂ 5 !:“!l"
.

n‘?\.f v
R O e
~ P ]
R

F~* L '
»
SO j\ 2 b

N

2 &4

O
5% ¥
..}-

i. P

l“.

b

o

L% %N
2R

PGl

N
A0t} W
M‘: ‘:;:l“!.l"ﬁ

[ )

el

‘-' 1 -V / A\ oy '\d
SR
Tt N M t
Rt
@ o
FEREY
R
LA -r",‘ '.\'-"
Say LR
IOLHASLRLRLY
‘Pq.".- .\-\- ‘}- -N‘h
LS ";\.'“\.:\-, -
St NN .
R

e

e
NN
Ny
N\ A \" v
AV :
®




e

.,
e

. Te

R

SRS U TN TORZLK TN LR TR AN TR TN T P R Y R R N Ny Wy
-127-
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The diurnal variation of the average albedo during February,
March, May, June, August and September.

vegetation albedo
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100
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Relation between the
albedo of vegetation
and its height. Vertical
lines are two standard
deviations.

(After Stanhill, 1970)
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The infiuence of vegetation characteristics such as leaf orientation and
height have been shown by Oke {1978) to have an effect on the albedo of a
vegetated surface. The scale on which we are wanting to consider albedo
is at the field scale and therefore the effect of leaf orientation shall be
considered negligible. The effect of vegetation height at this scale on
albedo can be seen in figure 4.10 . From this information the grass,

small bush and tree canopies have been assessed as follows:

SURFACE RANGE % CHANGE N PREDICTED %
ALBEDO CHANGE N RCH
Grass 0 0% 0%
Bushes .255-.23 25% 0.6%
(0.5-2.0 m)
Trees (1-8mj)  .25-.17 8% I2%

From these calculations it can be seen that when considering trees, the
height of them could be important in albedo estimation. As trees are a
difficult type of vegetation to consider because of the interception and
transpiration which are not allowed for as yet in the BSSS, it is therefore
proposed that the small effect that variations in vegetation height might

induce on other vegetated surfaces may be considered almest negligible
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H A A\ p o~

Qke {1978) and Monteith (196 1) found leaf wetness to be significantiy
influential in their albedo measurements. Greater refiection from shiort
grass occurred when wet - either after rain or a dewy night. Lockwood

(1985) estimates that a difference of 6-8% in albedo measurements was
observed between moist and dry soil. This difference would be seen as a

2.4-3.2% change in the RCI calculation. T
!‘.::'E‘:'i‘:'.’.‘:’i:'
R
b e l.o‘;.s“‘

SRR
o

T

when leaf wetness occurred after a dewy night, it could be expected that
the reflection might be similar to that of a water surface. Table 4.1
shows some ‘typical’ albedo values for a water surface which indicates
that the influence of wet leaves could be very important at low zenith

angles, but as this is when the solar input is at its weakest the degree of

influence is significantly reduced.

The diurnal variation of radiation can be seen in figure 4.11. The hours
between 0600 and 1800 can be considered as the most important in
evaporation calculations. This is also therefore the time period to
consider the reflection properties of different surfaces. The category of
radiation 15 also important - either direct of diffuse, and as can be seen in
figure 4.11 the difference in albedo and the effect on RCI calcuiations

can be summarized as follows:
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SURFACE RANGE % CHANGE IN PREDICTED %
®
ALBEDO CHANGE IN RCI *v; iy
Forest (clear) 187-.126 6.1% 2.44% KRR
Farest (cloudy) i18-.14 4% 1 9%
Clearing (cleary  21-.116 9.4% 3 8%
Clearing (cloudy) .142-.128 1.4% 0.6%

UL W
WY Moy M W
e '0‘:‘.0'..0“

while the range of albedo measurements on a cloudy day 1s reduced from ‘ ""‘3""""‘ 9
that on a clear day, the average albedo for the day is not significantly ; a":'.",'-':.'é:::a‘é
altered. As the radiation during an overcast dav is richer in diffuse é:'i':.’l{f-:?
radiation, this result supports the theory that the diurnal variation of the E:;_J;E\:?"
albedo is primarily a result of the nature of the reflection of the direct ;ﬁé_ﬁ&

component of the solar radiation.

ﬂ 2 ’ 5 WQMnlgngID

The energy emitted by the sun and impinging upon the Earth's surface has a
large range of wavelengths, i.e. 0.3 #m - several metres. The region of
this spectrum which is of interest to this appiication is 0.5-2.2 #m as

this is the energy ‘available for evaporation (figure 4.12:

There are ;nany tables such as table 4.1 . whicn detail resuits of aitedo
measurements as a range within the ‘typical’ albedo of a surface may be
expected to fall. These vaiues are integrated over the 0.5-Z.2 am
waveband and are therefore suitable for the estimations recuired in the
BSSS.
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ATIONSHIP BETWEEN WAV
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:‘ Transmission _ E
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w Reflection <
< o

—

o— . - ' 1.0

0.5 1.0 1.5 2.0 25

WAVELENGTH (u)

. Idealized relation between wavelength and the reflectivity (a),
ransmissivity (¢) and absorptivity (@) of a green leaf (after Monteith, 1965 ).
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From equation 2021 1g.2 it can pe seen that the equation 15 sphit into
two parts according to wavelength, i.e. it is defined that 65.1 % of the
relevant solar radiation has a waveiength less than 09 #m, and therefore
that 349 % of relevant solar radiation has wavelengths greater than

0.9 uam

work carried out by Kriebel (1977) determined that variation of refiection
with wavelength is often marked (figure 4.12 ). There are several
methods which attempt to define reflection quantities, such as, the
spectral bidirectional reflectance distribution function, Nicodemus
{1970), and Kasten and Rascke (1974); or the spectral biconical
reflectance factor, Kriebel (1977). The methodology of Nicodemus
involves conical geometry and eighteen possible reflection properties,
whereas Kriebel's spectral biconical refifectance factor was determined
from measurements of albedo made over seven narrow spectral intervals
(table 4.2). The methodology and detailed resuits are given in kriebel
{1977). Table 4.3 provides an example of the data coilected from four
vegetation covers. The results have been divided into two parts as defined
by equation 2021 1g.2 and the average albedos over these two parts of
the spectrum have been calculated for use in a sensitivity analysis
(section 4.2.3.6).

By considering albedo as a function of the wavelength, Kriepel (1978} was
able to demonstrate (figures 4.13 - 4.16) that the variation of albedo

with solar-altitude at wavelengths greater than 0.9 g#m was very small,
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Each table of the spectral reflectance factor is characterized by the

77

surface type and wavelength (#m). The measurements are taken at various

zenith angles (THETAR) and zenith angle of incidence (THETAI). To each

pair of THETAR and THEATI| belongs a block of seven values corresponding

to the seven azimuths (PH!).

SURFACE TYPE: PASTURE
wavelength
THETAR ¢ 10 20
THETAI PHI
0 .0197 .0196 .0195
30 .0197 .0196 .0195
, 60 .0197 .0196 .0195
0 90 .0197 0196 .0195
120 .0197 0196 .0195
150 .0197 .0196 .0195
180 .0197 .0196 .0195
0 .0223 .0195 .0213
30 .0223 .0198 .0209
60 .0222 .0185 .0208
20 90 .0222 .0214 .0204
120 .0222 .0216 .0200
150 .0221 .0219 .0220
180 .0221 .0221 .0222
30
40
50
60
70

= 0.429 ym

30

.0183
0183
0183
0183
0183
0183
0183

0190

0192
0197

0204

0214
0210
0209

.0189
0189
0189
0189
0189
0189
0189

.0202
.0204
0191

0210
.0208
.0206
0212

30

.0193
0192
0192
0192
0192
0192
0192

0163
0178
0164
0207
.0205
.0203
0223

60

.0188
0188
0188
0188
0188
0188
0188

0196
0195
0191

.0240
0241

0244
.0240

70

.0186
.0186
0186
0186
0186
0186
0186

0188
0197
0187
0221
0222
.0228
0227

80

0139
0139
0139
0139
0139
0139
0138

0155
0153
0151

0161
0159
0169
o1

90

0141
0141
0141
0141
0141
0141
0141

0151
0137
0139
0142
0142
0147
0149

0 .1000 .1100 .1200 .1300 .1400 .1S00 .1700 .2000 .3000 4000
80 30 .1000 .1100 .1200 .1300 .1400 .1500 .1700 .2000 3000 4000

180

.1000

1100 .1200 .1300

1400

1500

1700 .2000 .3000 .4000

Similar tables cover measurements at wavelengths:- 0.521, 0.606, 0.866,
1.243, 1.66 and 2.2 pm.
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FIGURE 4.13 VARIATION OF ALBEDO WITH SOLAR ELEVATION
s 1.0 ANGLE FOR A SAVANNAH SURFACE
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1.2.3.6 Sensitivity Analvsi

The sensitivity analysis of RCI calculations to albedo was carried out in

two parts:

(1) using a general albedo term o, Inboth parts of equation 20211g.2,

(11) using two albedo terms L and or.gz,i.e. albedo for wavelengths greater

t! than 0.9 &#m and less than 0.9 #m respectively.

Results of (1) are shown in figure 4.7 where the influence of both
different soil type and time of year are demonstrated. Considering the
worst possible case, a 1% increase in albedo can result in a 0.3% decrease

X
XA R

Ly

T
-

o 5%
s
Y

5
‘*.
2

SR TN A
s

in RCI values. Using this information, the relative importance of those 4 o
; factors considered most influentfal on albedo variation OS]
W
N (Henderson-Sellers, 1986) was determined (section 4.2.3.5) ""'.&3::3:::
B v

¥ The second sensitivity analysis using the two different albedo terms
showed (figure 4.17) that the %0 term is the most influential. The

maximum possible influence ¢f solar altitude and vegetation height are
- calculated in table 4.3. From these results, it can be seen that by using B
the two different albedos for their respective wavelengths, the total RCI
variation possible is reduced from 43% to 26% which is a significant

improvement. Thus equation 2021 1g.2 can be stated as:-

‘4 -

S = (1- &) [1-AW",2))(0.349)8 cos 2

U= o) [(1- )/~ & 9))(0.651)5 co0s 2
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(a) wavelength> 0.9 um
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IR
¢‘
| ctral Albedo for Different Vegetation R
(From Kriebel, 1879) P
= ¥
Wavelength gm Albedo T
0.35 - 0.49 - 352‘:ti:~‘ 8
T
0.49 - 055 0.030 L. t:ifilg*t .
0.55 - 0.68 0.048 :i':ir{“"&g 3
474"} 4702 -